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The most exigent call of the United Nations’ 17 sustainable goals is to end poverty every-
where by 2030. Unlike in the past, when poverty was measured based on data collected
through ground-level surveys, the new technology adopted by many developing and devel-
oped countries is to estimate the poverty index using remote sensing satellite images with
the help of machine learning techniques. Our approach demonstrates the prediction of
cluster wealth score and establishes the relationship between wealth score obtained from
Demographic and Health Survey (DHS) data and remote sensing satellite images of In-
dia by calculating Pearson’s correlation coefficient (r2). The implementation results have
been analyzed in four phases. Phase 1 comprises four regression models (RMs): Ridge,
RANSAC, Lasso, and k-nearest neighbor for feature extraction from a pre-trained con-
volutional neural network model using daylight & nightlight images. Here, the Lasso RM
outperforms the others and is best suited for predicting the wealth score. Phase 2 cat-
egorizes daylight images with DHS data, where the Lasso RM efficiently generates the
cluster wealth score. Phase 3 focuses on images of specific regions of Delhi, Tamil Nadu,
Maharashtra and Telangana, using the Lasso RM, as it emerged as the best predictor of
cluster wealth score in the previous two phases. Phase 4 compares the results attained
through our proposed model with existing results.
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1. Introduction

The word poverty comes from the old Latin word pauper, which means poor
in English. According to the World Bank, poverty can be regarded as the depri-
vation of well-being, including low income and the inability to acquire the basic
goods and services essential for survival with dignity. The eradication of extreme
poverty in all its forms is the major goal of the world’s leading organizations,
such as the United Nations (UN), the World Bank, etc. The mission of elim-
inating poverty is rooted in all the analytical, operational and united work in
more than 145 client countries. Despite significant strides in reducing extreme
poverty, the rate of reduced poverty remains high in low-income countries and
those affected by conflict and political instability. Progress has been marked in
reducing poverty, which is the first of the world’s Sustainable Development Goals
(SDGs) as mentioned by the UN [1].

As India is a developing nation, poverty is declining in the country with
each passing day. According to Brookings reports, it is estimated that “India
may become the third-largest economy by 2030 and poverty will fall below 10
percent by 2025”. The reported data also showed that India will be out of the
list of top 10 countries in terms of extreme poverty by 2030 [8]. The most com-
mon method used in India to estimate poverty is typically based on income or
consumption levels, and if either parameter falls below the given minimum level,
the person is considered to be in debt or living below the poverty line.

The government and its numerous bodies run several programs and imple-
ment different policies to alleviate poverty. Economists and intellectuals have
different opinions regarding the estimation of poverty, which has led to diver-
gent views and confusion in the country. In India, the earlier method used to
estimate poverty involved collecting survey data on the ground, which was not
always accurate, was a costly method of data collection, and consumed a lot of
time [2]. The most novel approach used nowadays to estimate the poverty in-
dex is using techniques such as machine learning (ML) and deep learning (DL)
combined with remote sensing satellite data. This method effectively overcomes
the shortcomings of traditional data collection and is able to project poverty at
a large scale in developing countries. The scheme has been successfully imple-
mented and has yielded better outcomes in several African countries like Nigeria,
Uganda, Tanzania and Rwanda.

In this paper, we have effectively used a pre-trained convolutional neural
network (CNN) model on daylight satellite images for predicting the wealth score
of different regions. We have also observed that there is a strong correlation
between predictions obtained through daylight images with nightlight images
and daylight images labelled using household survey data. The contributions of
this paper are as follows:
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1. Exploring the role of recent developments in ML for predicting the wealth
score of regions in any country. This is prerequisite for utilizing limited
available resources to reduce poverty in the most affected regions. It will
help in attaining the most significant SDG of the UN, emphasizing the
importance of addressing this problem and exploring its solutions.

2. Analyzing CNN’s performance along with four different RMs: Ridge, Lasso
(least absolute shrinkage and selection operator), RANSAC (random sam-
ple consensus) and KNN (k-nearest neighbor) for identifying the corre-
lation of wealth score obtained from household survey data with high-
resolution satellite images (daylight and nightlight) of various regions of
India.

3. Learning robust features from daylight images categorized using nightlight
images or survey data as available, using a pre-trained Inception V3 model.
Transfer learning (TL) solves the problem of availability of insufficient
labeled data and reduces the computational efforts of training a network
from scratch.

4. As we know, collecting household data through ground-level surveys is
very expensive and time-consuming, the use of TL has been encouraged
by combining a CNN with different RMs to predict wealth score utilizing
satellite images, thus reducing the role of survey data.

5. Forecasting wealth score will help government policy makers and NGOs to
effectively allocate resources to regions with deficiencies and improve their
economic conditions.

2. Literature survey

The scarcity of data concerning livelihood, social, health and environmen-
tal issues produces unreliable information regarding economic livelihoods in the
developing world [3]. Due to the low number of surveys, developing countries
have very little data to make significant decisions. In contrast, developed coun-
tries have a lot of data to measure poverty. In the list of SDGs released by
the UN, poverty is the first of the 17 objectives to be eradicated by 2030 [8].
Traditionally, the major source for measuring poverty was collecting data from
ground-level surveys such as household consumption and wealth surveys. How-
ever, these methods were inaccurate, tedious, and costly. The living standard
measurement survey (LSMS) was initially used in the context of ground-level
surveys. Household expenditure was measured using LSMS approach. The limi-
tation of LSMS surveys was that they did not provide comprehensive information
needed to accurately calculate the poverty in a particular region [4, 5].
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The use of mobile data and digital footprint has also emerged as a method
to calculate poverty. Frequent data on societal, economic, and livelihood con-
ditions is required to track SDGs and target poverty-related information. New
technologies such as ML and data science have now evolved as new measures to
predict poverty. Researchers have begun to develop these techniques to calculate
poverty [6]. One of the most highly structured, easily available, and inexpensive
data sources is remote sensing data, such as satellite imagery. Using satellite
imagery makes it easier to minimize the data gap between actual values and
predicted values. For this purpose, a CNN is trained to estimate poverty levels
using satellite imagery [7, 8]. With ML techniques, it is also possible to estab-
lish the relationship of predicting poverty over several years. These techniques
learn visual features from satellite imagery which indicate the poverty levels in
a region.

Several experiments also suggest that poverty prediction from different and
multiple parameters gives more accurate results compared to using a single pa-
rameter [9]. Object identification, image segmentation and labelling of satellite
images help to identify visual features to estimate poverty. The United States
Government’s Landsat 7 program was used to acquire publicly available satel-
lite imagery. The model is pre-trained on one of the datasets, and further, this
model can be trained to predict nightlight intensity corresponding to daylight
satellite imagery. Daytime satellite imagery can be used to estimate local per
capita outcomes [4]. Features learned from one model can be used to train other
models. This technique is known as transfer learning (TL). A Google Geocoding
API is employed to predict the location of a place’s center as well as latitude
and longitude. Multi-task learning involves learning multiple tasks simultane-
ously by analyzing the similarities and differences among the tasks [10, 11]. The
suitable input image size for a model is 1920× 1920 pixels. For predicting wealth,
nightlight images serve as a good proxy. Socio-economic indicators can be best
extracted with the help of raw satellite images. There is a need for more frequent
data that can learn features from the TL approach to monitor the range of issues
covered by 17 goals and 169 targets [12]. The TL approach not only predicts the
nightlight intensity corresponding to daylight satellite images but also helps in
mapping the poverty level.

The ultimate goal of TL approach is to transfer the knowledge from day-
light satellite imagery to the target problem for predicting nightlight inten-
sity. TL is highly scalable and does not require human annotation. However,
nightlight intensity faces difficulties in distinguishing between densely popu-
lated, poor and sparsely populated areas, making it unsuitable for estimating
per capita consumption [13]. The multitask model can be used for predicting
poverty and at the same time evaluating the similarities and differences among
the tasks. The multitask fully convolutional model comprises convolutional layer,
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ReLU activation layer, batch normalization layer, pooling layer, and a dropout
layer [14].

The model is able to establish the relationship between specific graphic struc-
tures and growth factors. These features reflect the relationship between ground-
truth values and predicted values. Pearson’s correlation coefficient (PCC) calcu-
lation is used to assess model accuracy. Differences in the relationship between
household data and remote sensed data are evident at the community level [8].
The prediction of household-level wealth in a particular area can be visualized
with the help of a classification tree. To check whether the TL model improves
with nightlights, 210 trials of 10-fold cross-validation were conducted. Another
model to predict poverty is the Wikipedia embedding model, trained using the
mean squared error loss function and Adam optimizer. The Wikipedia learn-
ing model outperforms using nightlights only [31]. The poor performance of the
model is due to the limitations of the nightlight baseline. To forecast poverty pre-
dictions across years and determine their accuracy a recurrent neural network
can be integrated on top of a CNN.

To revolutionize social science, remote sensing data presents new potential,
especially with the night-time light dataset that provides night-time luminosity
from 1993 to 2013 [17]. It evaluates the night-time light data against the rural
electrification data from the 2011 Census of India. The results suggest that these
night-time satellite images are accurate for estimating rural electrification. The
accuracy is improved with better GIS maps, basic geoprocessing tools, and night-
time luminosity aggregation [6]. The nighttime satellite images and census data
were also used to correlate light intensity from images with state-wise poverty,
population, GDP, and forest cover. The ARIMA model is used for forecasting
the census data. The output is measured in terms of PCC with r2 value of four
states of India namely [19]:

1. Uttar Pradesh (0.68),
2. Himachal Pradesh (0.68),
3. Jharkhand (0.37) and
4. Gujarat (0.25).

The summary of literature survey is shown in Table 1. As seen in the literature
survey of different countries, we conclude that wealth score of any area can be
predicted with the help of satellite images such as daylight and nightlight images.
There are several other methods also to predict the poverty of any area such as
LSMS Surveys, Object Identification, UN Govt. Landsat’s Program, Wikipedia
Embedding Model, and Tracking of Mobile Call Records. Other technologies
involved the use of ARIMA model. But the best among all that we have seen in
the literature survey is the use of daylight and nightlight images that accurately
predicts the wealth score or poverty of any area.
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3. Proposed method

The Phase 1 model, presented in Figs. 1 and 2, initiates with Demographic
and Health Survey (DHS) data, i.e., household data (containing records for ev-
eryone) and geographical data (DHS data linked with health and infrastructure).
By processing these two files, cluster and household data are generated, which
contain wealth score, cluster wealth, latitude, and longitude for different loca-
tions. The raw survey data is then used to produce the more refined cluster and
household data, containing wealth score, nightlight intensity, number of house-
holds, household ID, and cluster ID. The extracted cluster data is managed to
store files that hold the values of each cluster size and the values of nightlight.
Daylight images are downloaded from the signed URL of the HERE Maps API,
sized at 400× 400 pixels using generated image coordinates. Later, the size is re-
duced to 299× 299 pixels, and the files generated contain the downloaded dataset
locations. Similarly, from the DMSP-OLS, the nightlight images are downloaded
at size 43 201× 18 801 pixels.

Fig. 1. Phase 1(a) for the training model with TL.

Fig. 2. Phase 1(b) for the regression model and predicting poverty.
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The downloaded daylight images are then divided into three classes: low,
medium, and high. With the help of the pre-trained Inception V3 model, we
train our CNN that establishes the relationship between training, testing loss
and accuracy. The features of satellite images are now extracted with the help of
the trained model along with latitude and longitude values. Regression models
such as Lasso, Ridge, RANSAC and KNN are trained using features generated
from the trained CNN model and DHS data. We can use this DHS data to plot
a single-panel regression value graph between model prediction and actual assets
value for all four RMs. In the end, confusion matrices with normalization and
without normalization are plotted for the trained model.

Similarly, in Phase 2 depicted in Fig. 3, the model initiates with daylight
images only to predict poverty. These daylight images are classified and trained
with the help of a pre-trained network, and different regression models are then
applied to the daylight images only to predict poverty using PCC (r2).

Fig. 3. Phase 2 for the training, regression and prediction of poverty.

The Phase 3 model proposes a method for the prediction of poverty, where
daylight images and nightlight images of Delhi/ NCR, Tamil Nadu, Maharashtra,
and Telangana regions are considered. The locations of images are identified
with the help of latitude and longitude values generated. These images are then
divided into three categories: low, medium, and high, based on their nightlight
intensity. These images are then processed through the Inception V3 pre-trained
model for feature extraction. To predict poverty in all three regions, their images
will be trained with the Lasso RM using PCC (r2).

3.1. Regression models

3.1.1. The Ridge regression model (Ridge RM). It is a technique for
handling multiple regression data that suffer from multicollinearity issues. When
multicollinearity occurs, least squares estimates are unbiased, but their variances
are large so they may be far from the true value. By adding a degree of bias to
the regression estimates, ridge regression reduces the standard errors. It is hoped
that the net effect will give estimates that are more reliable. The cost function
for ridge regression is shown in Eq. (1):
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M∑
i=1

(yi − ŷi)2 =
M∑
i=1

yi − p∑
j=0

wj ∗ xij

2 + λ

p∑
j=0

w2
j , (1)

where x – the predictor variable, y – the response variable, ŷi – the predicted
value of y for the i-th instance, M – the number of instances in the dataset, λ –
the regularization penalty, p – the number of features, and w – the number of
coefficients.

In ridge regression, the cost function is transformed by penalty term that
is equal to the sum of squared coefficients multiplied by a tuning parameter λ.
It puts a limitation on the coefficients in such a way that a penalty is imposed on
the coefficient function if it takes large values. With ridge regression, the value
of coefficients is minimized and the complexity of the model is reduced. If the
value of λ becomes 0, the cost function of ridge regression reduces to the linear
model cost function [27].

3.1.2. The Lasso regression model (Lasso RM). Lasso RM is very
similar to Ridge regression. While Ridge regression penalizes the sum of squared
coefficients (L2 penalty), Lasso penalizes the absolute value sum (L1 penalty) for
non-zero coefficients. The loss function for Lasso regression is shown in Eq. (2):

M∑
i=1

(yi − ŷi)2 =

M∑
i=1

yi − p∑
j=0

wj ∗ xij

2 +

p∑
j=0

|wj |. (2)

Equation (2) differs from Eq. (1) in that Lasso regression uses the magni-
tude of coefficients in place of the square of coefficients. This means that many
coefficients may be disregarded. Lasso RM helps in feature selection as well as
reducing overfitting [27].

3.1.3. The RANSAC regression model (RANSAC RM). It is a learn-
ing technique used to estimate model parameters for observed data through ran-
dom sampling. If a dataset contains both inliers and outliers, RANSAC RM finds
the optimal fitting result by using a voting scheme [28].

3.1.4. The KNN regression model (KNN RM). It is used for both
classification and regression problems. To predict the value of new points of
data, the concept of feature similarity is used. The new value of the data point
is assigned based on the closest point in the training data [29].

3.1.5. Pearson’s correlation coefficient (PCC). PCC is a statistical
measure used to compute the linear correlation between two variables: X and Y .



362 S. Shekhar et al.

The value for PCC ranges between 1 and −1, where +1 is total positive linear
correlation, 0 is no linear correlation and −1 is total negative linear correlation.
PCC is calculated as the covariance of the two variables X and Y divided by
their standard deviations. The formula for PCC is given in Eq. (3)

ρX,Y =
E [XY ]− E [X]E [Y ]√

E [X2]− [E [X]]2
√
E [Y 2]− [E [Y ]]2

, (3)

where E[X] – the mean of X scores, E[Y ] – the mean of Y scores, and E[XY ]
– the mean of the product of paired score.

3.2. Inception V3 architecture

Inception V3 is a CNN trained on an ImageNet dataset [26] to enhance
image analysis and object detection. This ImageNet Dataset is comprised of
more than 14 000 000 images. The size of each input image in the dataset is
299× 299 pixels. Inception V3 model is a well-designed convolutional module
that produces discriminative features and reduces the number of parameters. The
inception module is composed of several convolutional layers, pooling layers, and
fully connected layers. This model consists of a total of 32 convolutional layers
of different sizes, 5 (3 avg and 2 max) pooling layers, and 5 fully connected
layers with different numbers of neurons, including 2048, 2048 and 210. The
base network of Inception V3 is formed with the combination of convolutional
and pooling layers [18].

The output of the Inception V3 network consists of 210 classes. The layer-wise
classification of the Inception V3 model is given above in Table 2.

Table 2. Inception V3 architecture [18].

Model nCLs Filter sizes nPLs Filter sizes nFCs No. of neurons

Inception V3

15 1× 1
7 3× 3
3 1× 7 3 (avg) 3× 3

3 2048, 2048, 210
3 7× 1 2 (max) 3× 3
1 1× 3
3 3× 1

3.3. Dataset description

3.3.1. Daylight images. The daylight satellite images used in the paper
are downloaded from the HERE Maps API, where the dimension of each image
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is 400× 400 pixels, and there are 60 000 images. The obtained latitudes and
longitudes help to download the images from the HERE Maps API [10].

3.3.2. Nightlight intensities. The nightlight images are used to obtain
the nightlight intensities. These nightlight images are taken from DMSP-OLS
data source accessible from 1990s to the present. Each image is of size
43 201× 16 801 pixels [4].

3.3.3. Cluster wealth score. The wealth index is calculated as an integral
part of the inspection of goods. An inquiry is made into questions about the
ownership of common items such as bicycles, televisions, and materials used
for house construction. These parameters are normalized for each country and
therefore we do not need further generalizations [5].

4. Implementation and results

We tested the same concept with a fixed learning rate (LR) value of 0.001
and 0.0001. We predicted the accuracy of the model on a pre-trained model
(true and false) with these two LR values. Ridge RM was tested for predicting
the accuracy and cluster value. With an LR value of 0.001 and pre-trained set
to true, the best test accuracy achieved was 78.54%.

System configuration used for implementing the proposed approach is shown
in Table 3.

Table 3. System configuration.

Python 3.8.1
Jupyter notebook 6.0.3

R 3.6.2
Processor I7-9750H CPU (9th Gen)
RAM 16 GB DDR4
GPU 4GB GTX 1650

4.1. Phase 1: daylight + nightlight images

Table 4 presents the results of training the model with the help of daylight
and nightlight Images. The model is trained with LR values set to 0.02, 0.42, and
0.89, and the momentum and epoch are kept at 0.9 and 20, respectively. The
Inception V3 retrain model is used to train our model, and RMs are trained
to predict the wealth score. As shown in Table 4, accuracy and loss analysis
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Table 4. Accuracy and loss analysis for different values of learning rate.

Daylight + nightlight images

Model
Accuracy and loss
Batch size = 64

Pre-trained Momentum/Epoch Learning
rate

Training
accuracy

Training
loss

Test
accuracy

Test
loss

True
0.9/20

0.02 99.1 0.35 80.1 1.7
0.42 94.7 0.51 75.3 1.16
0.89 88.7 1.16 76.9 1.11

0.9/30
0.001 99.9 0.35 78.5 92.8
0.0001 65.7 1.11 64.2 77.4

False 0.9/30
0.001 55.1 1.28 58.7 87.1
0.0001 49.5 1.38 50.5 96.3

is done on different values of LR, i.e., 0.02, 0.42, and 0.89, revealing that the
training test accuracies are higher when the LR value is low.

The value of test loss decreases with decreasing LR in some cases, However,
this is not consistent across all LRs. We infer from the table that training and
testing accuracy are higher when the value of LR is low. The results for LR
values of 0.001 and 0.0001 for both pre-trained = true and pre-trained = false
were also included [2].

LR is a hyper-parameter that controls the weights of the neural network
with respect to the loss gradient. It defines how quickly the neural network up-
dates the concept it has learned. Adaptive LR allows the training algorithm to
monitor the performance of the model and automatically adjust the LR for the
best performance. Neural networks with the help of adaptive LR can usually
outperform those fixed values of LR.

4.1.1. Learning rate: 0.02. As shown in Fig. 4, the training loss gradu-
ally degraded from the 1st to the 7th iteration, then slightly curved down from
the 6th to the 8th iteration before reaching a saturation state after the 9th it-
eration. The test loss shows frequent fluctuations until the 7th iteration, after
which it starts to increase gradually and reaches saturation after the 13th iter-
ation. On the other hand, the training accuracy gradually increased from the
very first iteration until the 7th iteration and after the 7th iteration, it remained
constant due to the fixed LR.

The test accuracy shows repeated fluctuations from different iterations and
stabilizes from the 7th iteration without further deflection. Figure 5 presents
the training of the model with the help of four different RMs: Ridge, RANSAC,
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Fig. 4. Iteration vs. loss and accuracy graph.

Fig. 5. Comparison of clusters with different RMs for predicting wealth score.

Lasso and KNN, where the Lasso RM requires significantly less time to train the
model, achieving an r2 value of 0.71.
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For all three class labels (low, medium and high), confusion matrices with
and without normalization are shown above in Figs. 6a and 6b.

a) b)

Fig. 6. Confusion matrices with standardization (a) and without standardization (b).

4.1.2. Learning rate: 0.42. As presented in Fig. 7, the training loss o
starts from a very high value and then decreases after experiencing a sharp
downward deflection at the 6th iteration, reaching saturation after the 11th iter-
ation. Contrarily, the test loss starts with a value of 1 and without showing very
much deflection it starts increasing very slowly after the 12th iteration. At the
same time, the training accuracy starts from a very low value and exponentially
increases from the very first iteration until the last iteration.

Fig. 7. Iteration vs. loss and accuracy graph.

Conversely, the test accuracy gradually increases at the beginning but shows
some deflection due to the slowly decreasing LR and fixed momentum between
the 5th and 10th iterations, after which the test accuracy saturates from the
11th iteration onward.
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The results depicted below in Fig. 8 show the performance differences between
various RM with the LR set at 0.42. The PCC (r2) for Ridge, Lasso, RANSAC
and KNN RMs is 0.62, 0.65, −0.01 and 0.61, respectively. A negative PCC here
signifies that the straight-line model through the data explains 0.012 = 0.0001 =
0.99% of the data variance, and the (–) signifies that the slope of the graph is
negative.

Fig. 8. Comparison of clusters with different RMs for predicting wealth score.

Here, the Lasso RM outperforms the other RMs, achieving the highest accu-
racy of the model with an r2 value of 0.65.

Confusion matrices for three output classes (low, medium, and high) are
shown in Figs. 9a and 9b.

4.1.3. Learning rate: 0.89. As shown in Fig. 10, the training loss deflects
sharply and frequently initially, followed by sharp decrease from the 6th iteration,
and reaching a saturation state after the 8th iteration onward.
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a) b)

15 

Fig. 9. Confusion matrices with standardization (a) and without standardization (b).

Fig. 10. Iteration vs. loss and accuracy graph.

This is due to the fast-paced training of the model with high LR of 0.89.
Conversely, the test loss starts increasingly very smoothly from the very first
iteration, and by the 13th iteration, it reaches a saturation state with some
deflection. Additionally, the training accuracy exponentially increases from the
very first iteration to the last iteration. However, the test accuracy shows re-
peated fluctuations with each iteration. It keeps on changing its values regardless
of the fixed LR and momentum.

Figure 11 shows performance difference in four RMs with an LR value of
0.89. The PCC (r2) is 0.64, 0.66, −0.02, and 0.61 for Ridge, Lasso, RANSAC,
and KNN RMs, respectively. Among these, Lasso RM with LR 0.89 proved
to be the best RM that predicted the best accuracy on the dataset provided.
RANSAC RM again shows a negative correlation coefficient, indicating that an
increase in the LR value leads to a decrease in the PCC value of the provided
dataset.
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Fig. 11. Comparison of clusters with different RMs for predicting wealth score.

Confusion matrices with and without normalization are once again displayed
for LR value of 0.89 and low, medium and high classes in Figs. 12a and 12b.

a) b)

Fig. 12. Confusion matrices with standardization (a) and without standardization (b).
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4.2. Phase 2: daylight images only

In this phase, the model is trained with the help of daylight images only.
The locations of the images are identified with assistance of latitude and lon-
gitude obtained from the Household and Geographical Survey Data. Table 5
shows the analysis of accuracy and loss with different LR values. It is observed
that the training accuracy and test accuracy are highest for lower values. It is
also observed that train loss decreases when we decrease LR. The momentum
and number of epochs taken here are set to 0.9 and 20, respectively. The results
are obtained using the daylight images only.

Table 5. Accuracy and loss analysis with various values of LR.

Daylight + nightlight images

Model
Accuracy and loss
Batch size = 64

Pre-trained Region Momentum/Epoch Learning
rate

Training
accuracy

Training
loss

Test
accuracy

Delhi/NCR 0.9/20 0.02 0.958 0.294 0.777
True Tamil Nadu 0.9/20 0.02 0.967 0.471 0.841

Maharashtra 0.9/20 0.02 0.877 0.605 0.866

4.2.1. Learning rate: 0.02. Figure 13 shows the graph plotting the train-
ing and testing loss/accuracy vs. iteration. The training loss degrades from the
very 1st iteration and saturates after the 10th iteration.

Fig. 13. Iteration vs. loss and accuracy graph.

The testing loss turns sharply at the 6th iteration and again at the 7th
iteration. Next, it exponentially increases after the 7th iteration due to the LR
decrement by a factor of 10. Meanwhile, the training accuracy exponentially
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increases from the very first iteration and saturates as LR decreases gradually.
The test accuracy shows frequent deflections before the 7th iteration and then
stabilizes after the 7th iteration.

Figure 14 shows the performance comparison of four different RMs-Ridge,
Lasso, RANSAC and KNN, where the Lasso RM outperforms all the other RMs
with a PCC value of 0.72, completing the process in 35.42 sec. This indicates
that with LR of 0.02, Lasso RM gives a better output on daylight images.

Fig. 14. Comparison of clusters with different RMs for predicting wealth score.

Confusion matrices with normalization and without normalization for LR =
0.02 are given in Figs. 15a and 15b.

4.2.2. Learning rate: 0.42. The training loss starts with a high value
from the very 1st iteration and shows frequent deflections until the 6th iteration,
then gradually decreases and saturates after the 8th iteration due to changes in
LR. In contrast, the test loss starts with a very low value and maintains a single
value throughout the iterations. Both training and testing accuracy exponen-
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a) b)

Fig. 15. Confusion matrices with standardization (a) and without standardization (b).

tially increase from the very 1st iteration and converge at the 7th iteration due
to a single fixed value of LR, as shown in Fig. 16.

Fig. 16. Iteration vs. loss and accuracy graph.

As shown in Fig. 17, the four RMs are trained on daylight images with LR
value = 0.42. Here, with this LR value, the RANSACRM outperforms all three
models with an r2 value of 0.62 and a total processing time of 161.7 sec, which
is comparatively faster than the other three models (Ridge, Lasso and KNN).

Confusion matrices with normalization and without normalization for LR =
0.02 are given in Figs. 18a and 18b, respectively.

4.2.3. Learning rate: 0.89. The training loss, shown in Fig. 19, demon-
strates a slight transformation at the 2nd iteration before exponentially falling
after the 6th iteration and reaching saturation after the 8th iteration due to the
higher LR value. Consecutively, the test loss remains constant throughout all
iterations. Both training accuracy and testing accuracy start increasing simulta-
neously from the 1st iteration, and have the same value from the 3rd iteration
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Fig. 17. Comparison of cluster with different RMs for predicting wealth score.

a) b)

Fig. 18. Confusion matrices with standardization (a) and without standardization (b).

to the 6th iteration, after which training accuracy increases rapidly while testing
accuracy saturates from the 6th iteration.
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Fig. 19. Iteration vs. loss and accuracy graph.

The four regression models trained on daylight images are shown in Fig. 20,
which clearly identifies that Lasso RM with an r2 value = 0.63 is the best
regression model for estimating PCC. Although the other TMs perform better
at some points, Lasso RM predicts the coefficient with less processing time and
fewer coefficient values.

Fig. 20. Comparison of cluster with different RMs for predicting wealth score.
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Confusion matrices with normalization and without normalization for LR =
0.02 are given in Figs. 21a and 21b, respectively.

a) b)

Fig. 21. Confusion matrices with standardization (a) and without standardization (b).

4.3. Phase 3

Table 6 shows the accuracy and loss analysis of training/testing conducted
on daylight and nightlight images in the regions of Delhi/NCR, Tamil Nadu,
and Maharashtra. The results are obtained using a single value of LR = 0.02, and
the test accuracy for Delhi/NCR, Tamil Nadu, Maharashtra, and Telangana is
77.7, 84.1, 86.6 and 66.6, respectively.

Table 6. Accuracy and loss analysis for different regions.

Daylight + nightlight images

Model
Accuracy and loss
Batch size = 64

Pre-trained Region Momentum/
Epoch

Learning
rate

Training
accuracy

Training
loss

Test
accuracy

Test
loss

True

Delhi/NCR 0.9/20 0.02 0.958 0.294 0.777 1.06
Tamil Nadu 0.9/20 0.02 0.967 0.471 0.841 1.21
Maharashtra 0.9/20 0.02 0.877 0.605 0.866 0.675
Telangna 0.9/20 0.02 0.672 1.01 0.666 0.988

4.3.1. Delhi/NCR region (daylight + nightlight images). In this
phase, we focus particularly on predicting poverty in the Delhi/NCR, Tamil
Nadu, and Maharashtra regions of India. We filtered the images of these regions
with the help of latitude and longitude values and trained the model for pre-
diction with the help of the Lasso RM because it gave the best output with
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less time and less coefficient value when trained with both daylight + nightlight
images, as well as with daylight images alone. Sample images of the Delhi/NCR
region are presented in Figs. 22 and 23.

Fig. 22. Sample image 1 [10]. Fig. 23. Sample image 2 [10].

The model is trained with the help of the Inception V3 pre-trained model
with LR = 0.02, and momentum and number of epochs are kept at 0.9 and 20,
respectively. The test accuracy of the model was determined to be 77.7%. Fea-
tures extracted from the model were passed on to the and a comparison was
made between PCC and DHS data.

Figure 24 presents the graph of training/testing loss and accuracy against
iterations, where the training loss decreases exponentially until the 7th iteration
before the saturation due to the constant LR value and parameters involved
in the pre-training model, By contrast, the test loss shows frequent deflections
until the 8th iteration and saturates after the 9th iteration. Training accuracy
increases exponentially and saturates after the 3rd iteration, while test accu-
racy sharply increases until the 2nd iteration and saturates after the 7th itera-
tion.

Fig. 24. Iteration vs. loss and accuracy graph.

The trained model is passed to the Lasso RM, which predicts PCC as 0.69 and
takes 37.28 seconds. The prediction of the result is fairly accurate, considering
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that cluster locations of DHS have eruption fused, upholding the invisibility of
the survey in Fig. 25.

Fig. 25. Clusters for prediction of wealth score on daylight images.

Confusion matrices for the Delhi/NCR region (daylight + nightlight images)
for low, medium and high classes are shown in Figs. 26a and 26b.

a) b)

Fig. 26. Confusion matrices with standardization (a) and without standardization (b).

4.3.2. Tamil Nadu region (daylight + nightlight images). Sample
images of the Tamil Nadu region are provided in Figs. 27 and 28.

As shown in Fig. 29, both test loss and training loss start with the same mag-
nitude due to a fixed value of LR and momentum value, and the test loss shows
frequent and sharp deflections until the 13th iteration before coming to a sat-
uration state. The training loss continuously decreases with each iteration and
saturates after the 12th iteration. The test accuracy with initial iteration shows
very sharp deflection and then stabilizes during the iterations before finally sat-
urating after the 13th iteration. The training accuracy gradually increases with
each iteration.
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Fig. 27. Sample image 1 [10]. Fig. 28. Sample image 2 [10].

Fig. 29. Iteration vs. loss and accuracy graph.

The Lasso RM predicts PCC as 0.70 and takes 36.10 seconds. The prediction
is quite accurate, considering that cluster locations of DHS have eruption fused
maintaining the survey’s invisibility, as shown in Fig. 30.

Fig. 30. Clusters for prediction of wealth score on daylight images.

Confusion matrices for the Tamil Nadu region (daylight + nightlight images)
for low, medium and high classes as shown in Figs. 31a and 31b.
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a) b)

Fig. 31. Confusion matrices with standardization (a) and without standardization (b).

4.3.3. Maharashtra region (daylight + nightlight images). The third
module deals with predicting the poverty index in the region of Maharashtra.
Sample images of the Maharashtra region are given in Figs. 32 and 33.

Fig. 32. Sample image 1 [10]. Fig. 33. Sample image 2 [10].

As shown in Fig. 34, the test loss starts with a low value and exhibits sharp
deflection from the 2nd to the 4th iteration before saturating after the 8th it-
eration. The training loss starts with a high magnitude and decreases gradually
before coming to a saturation state after the 10th iteration. Test accuracy shows
sharp variations before the 8th iteration and saturates after the 8th iteration.
Training accuracy gradually increases with each iteration and shows no deflection
after the 3rd iteration.

The model for the Maharashtra region is trained with Lasso regression, which
predicts the value of r2 as 0.69 and takes 76.10 seconds. The prediction is quite
accurate considering that cluster locations of DHS have eruption fused that
maintains the invisibility of the survey, as shown in Fig. 35.
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Fig. 34. The graph of iteration vs. loss and accuracy.

Fig. 35. Clusters for prediction of wealth score on daylight images.

Confusion matrices for the Maharashtra region (daylight + nightlight images)
for low, medium and high classes are shown in Figs. 36a and 36b.

a) b)

Fig. 36. Confusion matrices with standardization (a) and without standardization (b).
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4.3.4. Telangana region (daylight + nightlight images). The sample
images for the Telangana region are displayed in Figs. 37 and 38.

Fig. 37. Sample image 1 [10]. Fig. 38. Sample image 2 [10].

In Fig. 39, the training loss shows sharp deflections before the 5th iteration.
After the 5th iteration, it starts increasing gradually and saturates after the
15th iteration. The test loss, on the other hand, stars with a very high value and
degrades continuously until the 12th iteration before saturating after the 13th
iteration. This is due to the very low value of LR and fixed value of momentum.

Fig. 39. Iteration vs. loss and accuracy graph.

Training accuracy gradually increases without significant variation in values,
and saturates after the 13th iteration. Test accuracy, conversely, initially attains
a very high value and decreases before the 5th, reaching a saturation status after
the 6th iteration.

The model, trained with Lasso RM, yields an r2 value of 0.68 and completes
in 51.47 seconds. This suggests that the result obtained for the cluster score
closely resembles the result obtained from the DHS survey, as shown in Fig. 40.
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Fig. 40. Clusters for prediction of wealth score on daylight images.

Confusion matrices for the Telangana Region (daylight + nightlight images)
for low, medium and high classes are shown in Figs. 41a and 41b.

a) b)

Fig. 41. Confusion matrices with standardization (a) and without standardization (b).

4.4. Phase 4: Comparison of results

As shown in Table 7, we have compared the results obtained from Phases 1
and 2 with respect to training and testing loss, accuracy and the coefficient of
determination (R2). Training accuracy remains the same in both phases and
does not show much change in the values. The test loss also does not show much
variance in the values. They remain close to 1 in both phases. We observed that
the training loss decreases when using daylight images only. The coefficient of
determination also improves when using daylight images only. The value of R2

for daylight + nightlight images is 0.72 whereas for daylight images only, it is
0.73. This shows that using smaller data will improve the model’s predictive
performance.
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Table 7. Comparison of results of different phases.

Comparison of results
Momentum = 0.9, epoch = 20, batch size = 64

Phases Learning
rate

Training
accuracy

Training
loss

Test
accuracy

Test
loss

R2

(coefficient
of determination)

1) Daylight +
nightlight images

0.02 99.1 0.35 80.1 1.7
0.720.42 94.7 0.51 75.3 1.16

0.89 88.7 1.16 76.9 1.11

2) Daylight
images only

0.02 99.8 0.34 79.6 1.8
0.730.42 88.09 0.62 75.1 0.96

0.89 91.8 0.63 72.9 1.14

The comparison of computation time is shown in Table 8, where the time
taken by different RMs in Phases 1 and 2 is provided. We observed that the
computation time for ridge RM does not show a significant difference for LR.
However, a notable difference was observed in the case of the RANSAC RM,
which required considerably more computation time when trained with both
daylight and nightlight images compared to when trained with daylight images
only required less time. Additionally, the computation time for the KNN RM
shows a substantial difference when trained with LR of 0.02 and not much dif-
ference when trained with LR of 0.42 and 0.89. Notably, It was observed that
Lasso RM takes shorter times compared to the other three RMs.

Table 8. Comparison of computation time.

Computation time [in seconds]
Momentum = 0.9, epoch = 20, batch size = 64

Phases Learning
rate

Ridge
regression

Lasso
regression

RANSAC
regression

KNN
regression

1) Daylight +
nightlight images

0.02 84.2 35.6 8653.6 571
0.42 37.3 72.4 6627 168.9
0.89 37.6 70.8 6209.3 158.8

2) Daylight
images only

0.02 81.9 35.4 43 198.9
0.42 161.7 166 161.7 171
0.89 38.1 31.4 38.4 176

As shown in Table 9, the results of our paper are compared with those of other
papers in the same domain. The locations considered in other papers include
India and several countries in Africa. The results obtained in our paper gave
better results when compared with the results of several countries in Africa.
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Table 9. Comparison of results of different research papers.

Parameter Paper title Location (value)

R2

(coefficient
of determination)

Multi-task DL for predicting
poverty from satellite images [13]

India (0.82)

Temporal poverty prediction
in developing countries [16]

Africa: Malawi (0.55), Nigeria (0.68),
Tanzania (0.57), Uganda (0.69)

Combining satellite imagery
and ML to predict poverty [3]

Rwanda (0.75)

Socioecologically informed use
of remote sensing data to predict
the rural household poverty [20]

Sauri (Western Kenya) (0.62)

Predicting city poverty using
satellite imagery [22]

Chile: Santiago (0.52)
USA: Los Angeles (0.56),
Chicago (0.36), Boston (0.37),
Houston (0.327), Philadelphia (0.46)

Mapping poverty using mobile
phones and satellite data [23]

Bangladesh (0.78)

Identifying a slum degree
of deprivation from VHR images
using CNN [9]

India: Banglore (0.75)

Predicting wealth score from
remote sensing satellite images
and household survey data using
deep learning – current study

India (0.72) (daylight + nightlight)
India (0.73) (daylight images)
Delhi/NCR (0.69),
Tamil Nadu (0.70),
Maharashtra (0.69),
Telangana (0.68)

Additionally, we provide a comprehensive comparison for both the entire area
of India and four specific states – Delhi/NCR, Tamil Nadu, Maharashtra and
Telangana.

5. Conclusion

We have exhaustively reviewed the literature to understand how ML tech-
niques can help predict the socioeconomic parameter (poverty index) using re-
mote sensing satellite images, household and geographical survey data. This
review led us to analyze the use of satellite images and pre-trained models to
predict poverty levels. We established a strong correlation between the results
obtained from satellite images and DHS Data. In Phase 1, we considered both
daylight and nightlight images. The poverty index was determined to be 0.72 us-
ing the Lasso RM. In Phase 2, we predicted the labels of the daylight images using
survey data. Fine-tuning of the CNN improved the extraction of features, and
the poverty index increased to 0.73. In both phases, Lasso RM outperformed
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Ridge, RANSAC and KNN RMs. Considering the results obtained in Phases 1
and 2 using Lasso RM, we trained the model again in Phase 3 with images only
from the Delhi/NCR, Tamil Nadu, Maharashtra and Telangana regions of India.
The calculated wealth scores for these regions were 0.69, 0.70, 0.69, and 0.68,
respectively. Phase 4 compared these results with existing data. Future prospects
that can be considered include:

– Using the Google Maps API instead of the HERE Maps API to download
the daylight images;

– Using DHS Data for 2019-20 for more refined results.
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