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This article presents a comparative analysis of augmented reality (AR) technologies — Vu-
foria, Immersal, MultiSet, and the ARCore Geospatial Application Programming Interface
(API) — in terms of performance, accuracy, and interference tolerance for indoor and out-
door positioning and navigation. Two test environments were used: an indoor (laboratory)
setup enabling detailed module testing, and a hybrid deployment on the Cracow Univer-
sity of Technology (CUT) campus to illustrate the feasibility of AR navigation in diverse
environmental conditions. The research was conducted according to six scenarios. One in-
volved outdoor GPS navigation, while the others concerned indoor navigation. Based on
the measurements, recommendations are provided for selecting AR localization platforms
for mixed navigation. As part of the detailed testing, an AR navigation system was imple-
mented on the CUT campus as a combination of indoor and outdoor approaches. The final
implementation was developed in the Unity environment. Software tests were conducted
with particular emphasis on transitions between indoor and outdoor navigation.
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1. INTRODUCTION

Accurate positioning is a fundamental requirement for compelling augmented
reality (AR) experiences, as it enables virtual objects to be meaningfully in-
tegrated with the physical environment. Depending on the context — indoors
or outdoors — AR systems employ a variety of localization techniques. Indoor
positioning relies on technologies such as visual SLAM (simultaneous localiza-
tion and mapping) [16, 18], fiducial markers, Wi-Fi [22-24, 44], Bluetooth bea-
cons [26, 27], and UWB (ultra-wideband) [28], while outdoor positioning is pri-
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marily based on satellite navigation systems such as GPS (global positioning
system), often enhanced with sensor fusion or geospatial visual data. Recent ad-
vancements have focused on hybrid solutions that leverage the strengths of mul-
tiple technologies, aiming to achieve higher accuracy, robustness, and a seamless
user experience across diverse environments [12, 38-40].

Accurate positioning technologies are key enablers for a wide range of AR
applications. From indoor navigation in complex environments like airports and
museums [1], to outdoor experiences in tourism, urban planning [2], and gam-
ing [3], the ability to precisely locate and anchor virtual objects unlocks new
forms of interaction. Positioning in AR also supports innovative solutions in
fields such as industrial maintenance [4], medical guidance and training [5, 6],
as well as education, marketing, and emergency response, where real-time spa-
tial information enhances both user engagement and operational efficiency. As
AR positioning methods continue to advance, they open the door to increasingly
immersive and practical experiences across diverse sectors.

Contemporary AR-based navigation solutions transfer the experience of hu-
man interaction with the real environment into the virtual world. Inspiring ex-
amples include Live View [36] in Google Maps, Sygic GPS Navigation [45], and
many others [46-48]. Despite achievements in AR navigation, the Cracow Uni-
versity of Technology campus lacks a dedicated navigation system based on
this technology. Therefore, this article focuses on developing an AR mobile ap-
plication that supports users in finding their way to selected destinations on
the campus and within its buildings.

The pre-development stage of the AR navigation system involved a com-
parative analysis and selection of AR development platforms, with particular
emphasis on Vuforia, Immersal, MultiSet, and Geospatial API. Considerable
attention was devoted to assessing the suitability of these systems for devel-
oping navigation applications by examining their performance, accuracy, and
interference tolerance. Experimental studies were conducted in both controlled
indoor and outdoor environments to provide a comprehensive understanding of
the capabilities and limitations of the tested solutions.

The novelty of this work lies in an end-to-end, scenario-based comparison
of four practical AR localization solutions (Vuforia, Immersal, MultiSet, and
ARCore Geospatial API) under a single, unified evaluation app and consis-
tent criteria spanning performance, accuracy, and robustness to interference.
In addition, we demonstrate a hybrid campus-scale AR navigation prototype
that performs automatic indoor-outdoor switching (Area Target vs. Geospatial
anchoring) while maintaining a consistent navigation layer (navigation mesh
(NavMesh) and points of interest (POIs)) and user experience. The resulting
recommendations are grounded in repeatable measurements across six scenarios
in both controlled and real-world environments.
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2. SOFTWARE FOR AR LOCALIZATION

Several commercial and research-driven software platforms facilitate AR po-
sitioning in both indoor and outdoor scenarios. Vuforia is a widely adopted
AR software development kit (SDK) that utilizes marker-based and marker-
less tracking for robust object registration in varying environments [7, 9, 10].
Immersal provides solutions for large-scale indoor AR experiences, integrating
visual positioning and sensor fusion for precise localization in enterprise set-
tings [8]. MultiSet offers advanced multi-sensor data integration for spatial track-
ing, supporting diverse use cases from interactive exhibitions to industrial ap-
plications [13]. These tools represent the state-of-the-art in enabling reliable
AR positioning and serve as foundations for many current and emerging AR
applications. Other commercial VPS (visual positioning system) options include
Lightship VPS by Niantic [34].

2.1. Vuforia

Vuforia Engine developed by Parametric Technology Corporation (PTC)
is a mature AR platform for Android, iOS, the Universal Windows Platform
(UWP), Unity, and headsets (HoloLens 2, Magic Leap 2). It offers robust track-
ing and recovery after brief target loss, supporting seamless AR experiences.
A key feature in this study is Area Targets, which use full 3D scans (e.g., via
Vuforia Creator and LiDAR (light detection and ranging) devices) to localize
the camera within indoor spaces [10]. This turns interiors into spatial refer-
ences for placing AR content. Area Targets are intended for indoor use; outdoor
performance is limited by lighting and occlusions. Other tracking modes include:
Image Targets — 2D images as anchors, Model Targets — 3D object detection by
geometry, VuMarks — custom markers encoding data and Ground Plane — hor-
izontal surface detection. Vuforia supports multiple simultaneous targets and
many devices. Main limitations include: no native GPS/geolocation for outdoor
navigation, performance depends on sensor quality and target preparation, and
the free license limits the number of trackables.

2.2. Immersal

The Immersal SDK provides markerless spatial mapping and 6 degrees of
freedom (DoF) localization via point cloud maps [37], with reported centimeter-
level precision [16, 17]. Mapping works on ARKit/ARCore smartphones or with
360° cameras or LiDAR capture; spatial data can be exported as meshes or
embedded for offline use. Localization runs via the cloud (online) or using on-
device maps (offline). Immersal has been used in both indoor and outdoor envi-
ronments (e.g., malls, industry, campuses). Multiple datasets can be merged to
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support building- or campus-scale navigation. Accuracy depends on careful im-
age acquisition and environmental stability (lighting, motion), but deployment
is simplified by using standard mobile cameras. Unity integration and sample
scenes speed up prototyping. A free non-commercial tier (e.g., map/image limits,
branding) is available, while larger projects require paid plans.

2.8. MultiSet

MultiSet Alis a VPS using deep learning and high-resolution 3D mapping for
6DoF localization with centimeter-level precision. It targets scales from rooms to
large facilities and processes LIDAR scans into vector representations, enabling
robust localization. Computation is primarily cloud-based, requiring internet
connectivity. A dedicated iOS app (LiDAR) generates 3D meshes for object
placement and occlusion; multiple datasets can be fused for complex sites. The
system is suitable for indoor navigation and industrial scenarios, including visu-
alization of building information modeling (BIM) and Internet of Things (IoT)
data. A basic free plan (with limits) supports commercial use, while extended
plans cater to enterprise deployments.

2.4. Geospatial API

Google’s ARCore Geospatial APT [11, 36] enables global-scale AR by com-
bining GPS, device sensors, and Google’s visual positioning. Developers place
anchors using WGS84 (latitude, longitude, altitude) on outdoor surfaces. SDKs
support Android/iOS and Unity (via AR Foundation, ARCore Extensions) with
localization performed via the cloud. The APT refines GPS using visual matches
to Street View imagery [17, 20, 40], achieving accuracy within tens of centime-
ters under favorable conditions [15, 21]. ARCore adds SLAM tracking, plane
detection, lighting estimation, depth-based occlusion [41], and Cloud Anchors
for multiuser experiences. Limitations include: unsuitability for indoor environ-
ments (GPS degradation, lack of Street View coverage) and performance de-
pends on imagery quality, lighting, and weather. Access is free within quotas,
making it effective for wide-area outdoor AR applications (navigation, tourism,
urban information).

2.5. Selecting the solutions

The examined AR platforms differ in their underlying positioning tech-
nologies, environmental adaptability, and deployment workflows, which influ-
ences their applicability in both indoor and outdoor AR, scenarios.

Vuforia is a well-established AR engine offering multiple tracking modes,
including Area Targets and Model Targets, based on preprocessed images and
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3D scans. It provides robust indoor localization on a broad range of devices
but lacks support for GPS-based positioning and is not officially intended for
outdoor use. Its performance depends heavily on the quality of input assets
and camera sensors, and the free license imposes restrictions on the number of
supported targets.

Immersal utilizes a markerless VPS that builds point cloud maps from cap-
tured images, supporting centimeter-level accuracy in both indoor and outdoor
environments. It allows for online or offline localization, and map creation can
be performed using mobile devices or dedicated scanners. Its flexibility, com-
bined with wide hardware compatibility, makes it suitable for large-scale spatial
mapping without specialized equipment.

MultiSet also operates on visual positioning principles but enhances spa-
tial understanding through deep learning and vectorized 3D representations.
It offers high accuracy and contextual scene analysis, although it currently sup-
ports only iOS devices with LiDAR for map generation. Localization requires
active internet connectivity, and cloud-based processing is central to its op-
eration.

Geospatial API combines GPS, sensor data, and Google’s visual localiza-
tion to provide outdoor positioning without prior mapping. It supports large-
scale deployment and enables fast prototyping, though performance is depen-
dent on environmental conditions and the availability of Street View imagery.
The system does not support indoor use and requires a constant internet con-
nection.

All platforms offer integration with Unity and provide tools for 3D con-
tent alignment, yet they differ in licensing terms, mapping requirements, and
environmental robustness. Immersal and MultiSet offer detailed localization in
controlled or complex spaces, while Geospatial API excels in rapid deployment
across urban outdoor environments. Vuforia remains a reliable solution for struc-
tured indoor contexts where predefined assets are available. It is worth not-
ing that some previously popular services have been discontinued (e.g., Azure
Spatial Anchors was retired in 2024) [35].

3. PREPARING THE ENVIRONMENT

3.1. Unity and libraries

To develop an AR application enabling the testing of positioning technologies
in both indoor and outdoor environments, the Unity engine was used — one of
the most widely adopted platforms for creating immersive applications.

The AR functionality was implemented using the AR Foundation pack-
age [19], which provides a unified interface for the native ARCore (Android) and
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ARKit (10S) libraries. The project also integrated the following libraries and ex-
tensions:

— ARCore extensions — enabling the use of features such as Geospatial API
and Cloud Anchors,

— ARKit plugin — providing full support for devices running iOS,

— ARCore — supporting Android devices and offering core tracking and lo-
calization functionality in AR environments,

— Vuforia Engine — the project utilized the Area Target feature, allowing for
scanning and subsequent recognition of physical spaces based on previously
generated 3D models. This solution enabled precise user positioning within
known environments, even in the absence of a GPS signal,

— Immersal SDK — leveraging visual SLAM mechanisms for localization and
spatial mapping in both indoor and outdoor environments,

— MultiSet plugin —a cloud-based AR positioning system that utilizes LIDAR
scans and deep learning to enable precise 6DoF localization in complex
indoor environments.

The source code was developed using the Visual Studio 2022 development
environment. Builds were prepared for both Android and iOS platforms, and
the application was tested on mobile devices.

The application configuration also included appropriate system permissions,
such as access to GPS and inertial sensors. When enabling advanced Wi-Fi
RTT (Wi-Fi round-trip time) features, privacy-preserving approaches should be
considered [25].

This development environment enabled efficient integration and comparison
of various positioning solutions in the context of AR applications, while main-
taining high cross-platform compatibility and operational performance.

4. POSITIONING ACCURACY

All experiments were conducted using a unified testing app built in Unity.
The primary indoor testing site was a controlled 3 m x 3 m room with standard-
ized lighting and reference markers, illustrated as in Fig. 1. Outdoor measure-
ments were conducted on a paved square at the university campus.

To prepare the AR models, 3D scans (or photos for the Immersal platform)
were created using dedicated applications (Vuforia Creator, Immersal Mapper,
MultiSet) on an iPhone 15 Pro 128GB, which is equipped with a LiDAR sen-
sor. The Unity environment views of the prepared scenes for each platform
are shown in Fig. 2. At this stage of development, the position of each cube is
correct, meaning that the base of each object aligns with the drawn reference
square.
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F1G. 1. Testing room.

Fi1c. 2. Views from Unity showing the placement of the virtual cube in the mapped space
for the AR platforms: a) Vuforia, b) Immersal, ¢) MultiSet.

4.1. Initial model accuracy

At first, we compared the accuracy of three mesh models prepared for em-
bedding virtual objects in augmented environments: Vuforia, Immersal and
MultiSet. Vuforia and MultiSet use LiDAR range measurements to obtain the
initial model of the surrounding area. Immersal, on the other hand, estab-
lishes the model based on photogrammetry [37]. The numbers of vertices ob-
tained for our indoor scene are indicated in Fig. 3. It appears that the densest
model was created using photogrammetry. In the case of LIDAR measurements,
the initial point clouds are more regular and dense, but the final mesh represen-
tation stored in the AR application is optimized [31-33].
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VtIforia MultiSet Immersal

6346 vertices 3455 vertices 24 740 vertices

Fi1G. 3. Initial meshes with their numbers of vertices.

4.2. Comparison criteria

To assess the positioning capabilities of the AR technologies tested (Vuforia,
Immersal, MultiSet, and Geospatial API), a comprehensive set of evaluation cri-
teria was established and grouped into three categories: performance, accuracy,
and resistance. Most criteria were quantitative, except for two qualitative ones:
the effect of colored lighting (3.2) and tolerance to projected patterns (3.3).

1. Performance:

1.1.

1.2

1.3.

Scene recognition time: time (in seconds) from app launch to the
initial appearance of an AR object.

Battery consumption: average percentage drop in battery level per
minute of continuous use.

Memory usage: random-access memory (RAM) usage measured with
the PSS (proportional set size) metric.

2. Accuracy:

3.

2.1.

2.2.

2.3.

2.4.

3.1.

Indoor initial positioning error: mean distance between AR and real-
world marker vertices in a 20 cm reference square.

Outdoor positioning error: same as 2.1, measured against a 150 cm
reference square in an outdoor environment.

Extended tracking error: positioning error of a secondary virtual cube
located 5, 10, and 30 meters from the originally mapped scene. This
criterion evaluates the system’s ability to maintain accurate spatial
tracking despite moving through unmapped areas or losing visual con-
tact with the reference scene.

Positional drift over time: maximum deviation recorded during
a 10-minute session of continuous AR tracking in a static position.

Resistance:

Low-light threshold: maximum percentage reduction in brightness at
which the AR system still functions.
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3.2. Colored lighting impact: binary value indicating whether AR initial-
ization succeeds under colored red-green—blue (RGB) lighting condi-
tions.

3.3. Pattern robustness: binary value indicating whether the AR system
can recognize scenes under projected high-contrast black-and-white
patterns.

4.8. Measurement methodology

Six testing scenarios were defined:

Scenario I: measured scene recognition time, indoor positioning error, and po-
sitional drift. The smartphone was placed at three distinct positions (A, B,
and C), each representing a different level of marker visibility and spatial
challenge:

— position A: all reference markers were fully visible, creating optimal
tracking conditions,

— position B: approximately half of the markers were occluded, repre-
senting moderate difficulty for AR tracking,

— position C: only a few markers were visible, presenting a minimal-
information scenario and testing the boundary of reliable tracking.

Scenario II: evaluated battery and memory consumption over a 30-minute ses-
sion of uninterrupted app operation. Data were logged using diagnostic
scripts.

Scenario I1II: assessed extended tracking accuracy by placing a secondary AR
cube at 5, 10, and 30 meters from the original scene. Users moved through
these locations while maintaining line-of-sight camera input. The error was
calculated relative to a reference square at each distance. In scenario III,
extended tracking across 5m, 10 m, and 30 m relies on persistent visual lo-
calization and place recognition [17] to mitigate drift outside the originally
mapped area.

Scenario IV: determined the minimum ambient light required for successful
recognition by incrementally increasing brightness from total darkness.

Scenario V: evaluated resistance under RGB lighting and projected black-and-
white patterns. Recognition success under altered visuals was recorded.

Scenario VI: measured outdoor accuracy using a 150 cm square on the pave-
ment. Positioning error was calculated after stabilization of AR tracking
during walking.

Tests were conducted on a Samsung Galaxy S24 (Exynos 2400, 8 GB RAM,
Android 14). Each measurement was repeated ten times. The device was mounted
on a tripod for all tests except those requiring user movement.



10 K. SKABEK et al.

4.4. Performance

Performance was evaluated in terms of scene recognition time (scenario I),
battery consumption, and RAM usage (scenario II). In the recognition speed
test, both Vuforia and Immersal demonstrated rapid initialization across all po-
sitions (A-C), with mean detection times ranging from 1.65 to 2.51 seconds.
Vuforia was particularly consistent across conditions, showing minimal variance
even under reduced marker visibility. In contrast, MultiSet exhibited a consid-
erably higher and less stable recognition times, peaking at 9.90 £1.30 seconds
in position A, and only slightly improving in position C (see Table 1).

TABLE 1. Scene recognition time in seconds in scenario I.

Vuforia Immersal MultiSet
PO Nean | Standard ey, | Standard ey, | Standard
A 1.69 0.36 1.65 0.31 9.90 1.30
B 1.66 0.30 1.65 0.29 9.66 2.28
C 1.87 0.75 2.51 0.29 T7.72 0.39

Battery and memory efficiency were assessed over a 30-minute continuous
operation (scenario II). Vuforia showed the highest battery consumption at
0.45 % /min, while Immersal consumed slightly less (0.433 %/min) but used the
most RAM with 717 MB PSS. MultiSet was the most resource-efficient, con-
suming just 0.367 %/min of battery and 458 MB of memory, making it a better
choice for power-constrained or long-duration mobile AR tasks.

4.5. Accuracy

Accuracy testing spanned several scenarios and criteria, including indoor
and outdoor initial positioning, tracking drift, and extended tracking at vari-
ous distances. In scenario I (initial indoor positioning), Vuforia and Immersal
delivered stable results with positioning errors generally below 4 cm. MultiSet
matched this performance in optimal conditions (positions A and B) but de-
teriorated severely in position C, where error rose dramatically to over 61 cm,
indicating poor robustness to reduced feature visibility (see Table 2).

TABLE 2. Initial AR positioning error in indoor scenario [cm].

Vuforia Immersal MultiSet
P e | e | Mo | Gt | M | G
A 3.55 0.57 3.35 1.88 2.84 1.45
B 2.57 0.29 1.21 0.43 2.84 1.66
C 3.61 0.24 1.43 0.92 61.69 3.46
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In extended tracking (scenario III), where AR targets were located at 5m,
10m, and 30 m away from the origin, Vuforia yielded the lowest errors at short
distances, while Immersal performed better at 30 m, suggesting better spatial
persistence at scale. MultiSet showed relatively high and fluctuating errors across
all distances. These observations align with recent advances in VIO (visual-
inertial odometry) robustness and event-based fusion for odometry [29, 30].
These results are also in line with patterns observed on public benchmarks for
VO (visual odometry)/SLAM [42, 43].

In outdoor testing (scenario VI), Immersal again led with 9.4 cm average
error. Vuforia and MultiSet followed with 16.2cm and 19.1cm, respectively.
Geospatial API performed poorly due to GPS limitations, with average error
exceeding 3.2 meters [15, 21].

Drift testing over a 10-minute period confirmed the stability of Vuforia and
Immersal (maximum drift below 12 cm), while MultiSet’s error in position C
reached nearly 89 cm, reinforcing earlier findings of instability in complex envi-
ronments.

4.6. Resistance

The resistance of AR systems to environmental challenges was tested in low-
light conditions (scenario IV) and under visual interference (scenario V). In
reduced lighting, Immersal retained functional tracking down a 92 % luminance
reduction, outperforming Vuforia (90 %) and MultiSet (82 %), indicating better
sensor robustness and image processing under poor visibility (see Table 3).

TABLE 3. Maximum luminance reduction tolerated before failure.

Platform Vuforia Immersal MultiSet
Mean Star.ldz.lrd Mean Star.ldé}rd Mean Star.ldgrd
Reduction [%] deviation deviation deviation
90 0.89 92 1.64 82 6.46

Under RGB lighting, all systems functioned correctly, demonstrating color-
independence. However, in the presence of high-contrast projected patterns, only
Vuforia was able to consistently initialize and maintain AR tracking. Immersal
and MultiSet failed under three of the four tested patterns, exposing a lower
tolerance to structured visual noise.

5. IMPLEMENTATION OF AR NAVIGATION SYSTEM

The presented application was developed as part of a master’s thesis [14]
with the goal of testing and evaluating the effectiveness of AR-based positioning
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systems in real-world educational settings. The prototype serves as a proof of
concept for a system that assists users in locating specific destinations across the
Cracow University of Technology (CUT) campus, combining indoor and outdoor
localization methods in a single interface.

The system was implemented using the Unity game engine and integrates
two complementary AR technologies. For indoor spaces, the Vuforia Engine was
used, leveraging 3D scans of building interiors to provide accurate camera track-
ing and virtual content placement. For outdoor areas, the application employs
the Google Geospatial API, which uses a combination of GPS and visual local-
ization through Street View data to estimate device position on a global scale.

Figure 4 summarizes the runtime workflow in three cooperating layers. First,
based on the current user position in the localization system, the appropriate
tracking method is selected: indoor via Vuforia Area Target or outdoor via
Geospatial API. Once localization is successful, the user position is passed to
the navigation system to compute the route on a navigation mesh (NavMesh).
Then, the user moves to another localization following turn-by-turn guidance

Localization system

Indoor module - Outdoor module -

Vuforia

STARTING POINT

4{ Determine user position ]4— { Localization successful ]7

Geospatial API

Located?

Yes Yos

User Interface Navigation system
Show navigation —( Get user position ]
guidance -
———
Select destination [Navigale to destination] [Sel destination position}f
R — |

FiG. 4. System architecture and data flow.
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provided through the user interface (UI). This separation simplifies automatic
indoor/outdoor mode switching and keeps a consistent user experience regard-
less of the underlying localization method.

Outdoor positioning, illustrated in Fig. 5, exhibited lower precision. Virtual
objects were occasionally offset from their intended locations, which affected
the clarity of spatial feedback. This behavior was most noticeable in areas with
limited satellite visibility or outdated visual data. Nevertheless, the system re-
mained functional and responsive, providing general orientation cues.

FiG. 5. Outdoor navigation map: NavMesh (green) and POIs (red markers)
on the campus grounds.

To make navigation possible, a NavMesh (Unity AI navigation) was pre-
pared to cover continuous, walkable surfaces—outdoors (walkways, plazas) and
indoors (corridors, stairwells). On top of this navigation layer, POIs are placed
as Unity objects used as destinations and reference points. Outdoors, each POI
is georeferenced with WGS84 (World Geodetic System 1984) coordinates (lati-
tude/longitude/altitude) and anchored as an ARCore Geospatial Anchor (with
heading). Indoors, POIs are defined in the local frame of the Vuforia Area Tar-
get scan (3D coordinates in model space). Mode switching is automatic: when
stable Area Target tracking is present, the app enables Indoor mode (geospatial
anchors are disabled and cleared); otherwise, if geolocation conditions are met,
Outdoor mode is activated. Examples of the outdoor and indoor configurations
of the NavMesh and POIs are shown in Figs. 5 and 6, respectively.

In practical use, the application automatically switches between indoor and
outdoor localization depending on the user’s current context. This hybrid model
enables continuous positioning across diverse spatial environments. Indoor lo-
calization was generally accurate and stable, especially in the scanned areas of
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F1G. 6. Indoor navigation map: NavMesh (green) and POIs (red markers)
inside the building (Area Target).

the WIiTCH building. As shown in Fig. 7, AR elements such as arrows and lines
were correctly positioned and maintained spatial consistency during use.

at Katedry
(WIIT)

F1G. 7. Screenshots from our AR system: a) indoor navigation, b) outdoor navigation.

Overall, testing confirmed that the application operates in accordance with
the initial design objectives. It provides a working demonstration of AR-based
positioning across both indoor and outdoor environments using off-the-shelf
technologies. While the system performs well in structured indoor spaces, its
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outdoor performance may benefit from the integration of alternative localiza-
tion methods or the use of more detailed visual mapping. The current version
offers a solid foundation for future development and practical deployment in
academic or public environments.

6. SUMMARY

In this work, we benchmarked multiple widely used AR localization tech-
nologies under unified scenarios and demonstrated a hybrid navigation pipeline
with seamless indoor—outdoor transitions implemented in Unity. Two test envi-
ronments were created as part of this work: first, an experimental environment,
enabling detailed module testing, and the other, an implementation environ-
ment, realized on the Cracow University of Technology campus. Considerable
attention was devoted to detailed testing of performance, accuracy, and resis-
tance to interference, including six test scenarios. One of these scenarios involved
outdoor GPS navigation, while the others involved indoor visual navigation.

The experiments demonstrated that the tested technologies are generally
suitable for use in navigation applications based on AR. Regarding the quality
of the initial mesh representation, there is a certain advantage of the LiDAR-
based technology providing more regular mesh structures while photogrammet-
ric technology allows for wider use on smartphones equipped only with cameras
and in outdoor environments beyond the measurement range of LiDAR sensors.

Analyzing the resistance of the systems to adverse environmental conditions,
it was revealed that Vuforia performed particularly well in the presence of vi-
sual interference in the form of structured lights. On the other hand, Immersal
showed the greatest tolerance to low lighting levels, making this technology
particularly attractive for night applications or in poorly lit indoor spaces. In
terms of performance, there was a noticeable difference in the time of initializing
space tracking, because MultiSet needed significantly more time to recognize the
scene than competing solutions, while it had the lowest consumption of system
resources. Battery consumption was relatively high for all tested technologies,
which could negatively affect the comfort of practical use of AR applications.

The resulting AR application makes it possible to navigate in both indoor or
outdoor environments, adapting its navigation routines based on available scope
of data, which makes the navigation possible under all conditions considered in
this study.
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