Particle filtering for computer vision-based identification of frame model parameters
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In this paper we present a new approach for solving identification problems based on a novel combination of computer vision techniques, Bayesian state estimation and finite element method. Using our approach we solved two identification problems for a laboratory-scale aluminum frame. In the first problem, we recursively estimated the elastic modulus of the frame material. In the second problem, for the known elastic constant, we identified sequentially the position of a quasi-static concentrated load.
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1. INTRODUCTION

The main goal of this paper is to present a novel combination of three computational techniques: digital image correlation (DIC) method for structure displacements measurements with high accuracy, finite element method (FEM) for structure displacements predictions and particle filtering (PF) for markers detection and sequential identification of structure parameters.

Advanced computer vision techniques have recently delivered important tools for optical full field measurements of structure displacements and strains [9]. These tools are also used in the context of inverse problems in experimental mechanics of materials and structures. Gajewski and Garbowski in [4] presented a calibration procedure of essential material parameters of concrete models, based on both full-field optical measurements and inverse analysis. From the presented examples they concluded that the standard testing information (i.e., the force-displacement curve) enhanced with DIC measurements and inverse analysis can be used to successfully calibrate a concrete material model. Uhl et al. in [12] proposed a vision system for condition assessment of structures. The displacement field of the analyzed structure resulted from loads was computed by means of a digital image correlation method.

Particle filtering, also known as sequential Monte Carlo, has been used for two decades for solving various Bayesian state estimation problems in the context of dynamical systems and sequential data [3]. Ching et al. in [2] presented a comparison of particle filtering and extended Kalman filter (EKF) for Bayesian state estimation of a dynamical system based on the recorded seismic response of a building. For this case study, the particle filtering provided consistent state and parameter estimates, in contrast to EKF, which provided inconsistent estimates. Particle filtering is also successfully used for parametric identification. Nasrellah and Manohar in [7] proposed a novel approach for combining finite element method and particle filtering for solving identification problems of structural systems. They presented three case studies including a rubber sheet with a hole undergoing large deformations, laboratory investigations on a single span beam and field investigations on an existing multi-span masonry arch bridge subjected to diagnostic moving loads. They concluded that satisfactory performance of the developed procedure was achieved.
In Sec. 2 we give an overview of particle filtering and its application to sequential parametric identification problems. An introductory overview of a novel marker design and computer vision techniques applied for markers detection and tracking is given in Sec. 3. In Sec. 4 we present an experimental study for a laboratory-scale frame, followed in Sec. 5 by the results and discussion.

2. PARTICLE FILTERING FOR SEQUENTIAL PARAMETRIC IDENTIFICATION

2.1. Particle filtering basics

In this section we describe in short particle filtering (PF) that can be a viable tool for solving various sequential parametric identification problems. In general particle filtering is an algorithm which is mainly used for solving Bayesian state estimation problems in the context of dynamical systems defined in the discrete state space form \[5, 6\]. These systems are often represented graphically as a dynamic Bayesian network (DBN) that defines temporal probability model. An example of dynamic Bayesian network with continuous variables and linear Gaussian conditional distributions is the Kalman filter also known as a discrete linear dynamical system.

In general DBNs can be used for modeling any distribution in which the joint distribution over the sequence of \( K \) observed variables \( y_{1:K} \) and state variables \( x_{0:K} \) is given by

\[
p(x_{0:K}, y_{1:K}) = p(x_0) \prod_{k=1}^{K} p(x_k|x_{k-1})p(y_k|x_k),
\]

where \( p(x_k|x_{k-1}) \) denotes the transition model (first-order Markov chain in this paper), \( p(y_k|x_k) \) denotes the observation model and \( p(x_0) \) denotes the prior distribution of initial states. Figure 1 presents a directed acyclic graph defining a dynamic Bayesian network structure that corresponds to the first-order Markov process for the state variables and the observed variables conditioned on the state variables \[8\].

Solving sequential parametric identification problems using Bayesian state estimation methods, we recursively compute the posterior distribution \( p(x_k|y_k) \). However, in general exact inference is intractable and various approximate Bayesian inference methods have been developed so far \[3\]. One of the most successful algorithm for approximate Bayesian inference is based on sequential Monte Carlo sampling. It is used for approximating the posterior probability distribution by the empirical distribution \( P_N(x_k) \) with \( N \) particles.

The particle filtering algorithm starts with initialization of the variables \[8\]. In the initialization phase a population of \( N \) initial-state samples with the initial uniform weights \( 1/N \) is created by sampling from the prior distribution \( p(x_0) \). Then update and prediction steps are repeated:

1. Each particle is selected from the current population; the probability that a particular sample is selected is proportional to its weight (the new samples are unweighted).

2. Each particle is weighted by the likelihood it assigns to the new evidence, \( p(y_k|x_{k-1}) \).

3. Particles are resampled to generate a new population of \( N \) particles.
4. Particles are propagated forward by sampling the next state value $x_k$, given the current value $x_{k-1}$ for the particle, based on the transition model $p(x_k | x_{k-1})$.

5. Stopping criterion is checked (if not satisfied the first step of the loop is started again).

See also Fig. 2 for the schematic description of the basic particle filtering algorithm in 1D case.

2.2. Parametric identification

In this paper particle filtering is used as a main tool for markers detection and sequential identification of frame parameters, see Fig. 3 for the flowchart.

3. DISPLACEMENTS MEASUREMENTS WITH COMPUTER VISION TECHNIQUES

In this section we describe our approach to structure displacements measurements. It uses dedicated markers, an industrial high-resolution camera and image processing techniques for markers detection and tracking. In Fig. 4 the flowchart of markers detection and tracking process is shown.
At the first stage markers detection with particle filtering is done. At the second stage markers tracking with digital image correlation is performed.

The vision system was developed by the first author with the aid of OpenCV Library [1]. More details can be found in our recent paper [11]. The system was able to track in near-real time the positions of markers with the accuracy of about 0.25 mm.

3.1. Markers design

Simultaneous use of particle filtering and digital image correlation for detection and tracking markers led to the development of a new marker design, which fully utilizes the advantages of both methods. Each marker consists of a single colored frame which allows for fast detection of markers and narrows the region of interest to the area of the marker. Interior of the marker is composed of white pixels and in the color of the frame. They are set randomly and allow for subsequent tracking of the marker location with high accuracy. Computer generation of the markers is very easy and they can have different color, size and width of the frame. It allows markers to be adapted to the specific case – the size of the structure and the distance of the object from the camera. The color of the marker may define its features – whether it is a marker in the node of the structure, or a marker placed inside the element. Tests were carried out with markers of size from $10 \times 10$ mm to $50 \times 50$ mm and the frame width from 3 to 10 mm. In Fig. 5 three different markers are shown.
3.2. Markers detection

Markers detection is based on particle filtering. In that phase, each particle represents a pixel defined by the saturation of each color of RGB color space. The reference particle is the pixel with color of the marker frame. For each marker a collection of particles covering the entire image is generated with a uniform distribution. To avoid repeated recognition of the same marker, no marker detection is carried out in parallel, and the occurrence area of next marker’s particles is disjointed from the whole area containing previously detected marker’s particles. The process of finding the next marker can only begin after finding all previous ones.

Searching for markers is a single process and it does not need to be repeated during the algorithm execution. At the test stage, the population of particles for each marker was established at 5000, to ensure the correct detection of each marker. To calculate the weight of particles, parameters of pixel are used, which are the colors of the three components of the RGB color space. Weight of the particle is higher, if the color of a pixel represented by this particle is more similar to the color of the reference particle. At this stage, the density function for a Gaussian distribution was used. In Fig. 6 the markers detection process details are shown.

![Markers detection process using particle filtering.](image)
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& \text{weight}
\end{cases} \]

\[ \phi_{\mu,\sigma}(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \]
3.3. Markers tracking

After the detection phase, markers tracking and structure displacements measurements is performed. At this stage, the digital image correlation method is used [9, 10]. After the detection phase, each marker is represented by the area containing particles assigned to the marker. Marker area is narrowed to its interior containing two-color pattern in the middle part of the marker which is suitable for digital image correlation method. Narrowed area is now a reference image, which displacements are monitored. To calculate the correlation coefficient between the model \( f \) and a sample \( g \) of sizes \( M \times N \), the zero normalized cross correlation (ZNCC) criterion is used. It is given by the following formula:

\[
C_{\text{ZNCC}} = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} ((f(i,j) - \mu_f) \times (g(i,j) - \mu_g))}{\sqrt{\sum_{i=1}^{M} \sum_{j=1}^{N} (f(i,j) - \mu_f)^2} \times \sqrt{\sum_{i=1}^{M} \sum_{j=1}^{N} (g(i,j) - \mu_g)^2}},
\]

where \( \mu_f \) and \( \mu_g \) denote the average luminance of the pattern and the sample.

It is the most advanced method of calculation the correlation coefficient and also the most accurate. Calculation of average luminance for the pattern and the sample improves the results when measurements are made in variable lighting conditions. The best match sample is determined by the maximum value of the correlation coefficient.

4. Experimental study

This section describes the experiments we performed using a laboratory frame. Figure 7 shows the view of aluminum frame and the experimental stand. The examined structure is one-storey aluminum frame. The width of the frame is 700 mm and the height is 400 mm. The cross-sections of the beam and the columns are rectangular with dimensions 30 × 2 mm.

We performed several quasi-static experiments applying a concentrated force in the middle of the beam. During the experiments, the computer vision techniques described in the previous section, implemented in our computer application, were used to measure the displacements of the frame nodes with markers. Figure 8 shows the main window of the application graphical user interface (GUI). To calculate the frame nodes displacements, we applied the zero normalized cross
correlation (ZNCC) criterion, defined in (2). The dimensions of the model $f$ and a sample $g$ tested in our experiments were $10 \times 10$ and $15 \times 15$. The applied force was measured by the digital force gauge Lutron FG-5000A connected to a laptop.

In numerical experiments, we applied the finite element method for predicting frame deformation. The two-dimensional FEM model of the frame was defined using standard 1D two-node frame elements (see the diagram of the frame FE model on the left-hand side of Fig. 9).

On the right-hand side of Fig. 9, the comparison of predicted (for assumed Young’ modulus 69 GPa) and measured deflections at the midpoint of beam is presented. The measured and predicted deflections correspond to the load levels from 0.5 N to 10 N. From the plot, it is visible that there is good agreement between the predicted and measured deflections. It proves correctly the
assumed value $E = 69 \text{ GPa}$ of the material in the frame. It is also visible that measured values are corrupted by small measurement errors (noise).

In identification processes we applied particle filtering described above basing on the measured and predicted displacements of selected frame nodes. The total number of displacements used in the identification processes was 20. Particle filtering iterations were performed until all values assigned to the $N$ particles $p_{\text{val}}$ were not in range based on mean value $M_{\text{val}}$ and convergence factor $C_{\text{val}}$ defined by

$$[M_{\text{val}} - C_{\text{val}}, M_{\text{val}} + C_{\text{val}}],$$

where

$$M_{\text{val}} = \frac{1}{N} \sum_{i=1}^{N} p_{\text{val}}.$$  

5. RESULTS AND DISCUSSION

In this section we show the results of Young’s modulus sequential identification and load position estimation.

5.1. Young’s modulus estimation results

The first set of tests was carried out to estimate the Young’s modulus of the elastic material. We have assumed that the actual value is $E = 69 \text{ GPa}$. To fully test the PF approach, we have defined the initial range to be 1–500 GPa (no any prior knowledge). The estimation results are presented in Fig. 10. The plot shows the evolution of the mean value of the posterior distribution for Young’s modulus, estimated using particle filtering algorithm and 2000 particles. There is also shown a horizontal line that represents the reference value $E = 69 \text{ GPa}$. In the experiments, the final mean value of Young’s modulus estimated by particle filtering was $E = 68.8 \text{ GPa}$. The result is close to the assumed value (the relative error is less than 1%). The plot also shows the evolution of

![Fig. 10. Plot of evolution of mean value of posterior distribution estimated using particle filtering and evolution of coefficient of variance (COV) defined as ratio of standard deviation and mean.](image-url)
the coefficient of variance (COV) defined as the ratio of standard deviation and mean. COV is a normalized measure of dispersion of a probability distribution or frequency distribution. It is visible that the COV value almost monotonically decreases with subsequent measurements.

5.2. Load position estimation results

The second set of tests was carried out to estimate the applied load position. During the tests, the load position was determined with accuracy of twice size of the finite element used in the FEM model. This means that in the last iteration when the stop condition of the algorithm is satisfied, all of the particles are assigned to the corresponding degrees of freedom of three adjacent nodes.

The results for model with 30 FEs can be seen in Fig. 11 where the force was applied in the middle of the beam and the 47th DOF corresponds to the element of the nodal forces vector in the vertical direction. From the plot it is visible that the most probable DOF is the correct one (47th DOF).

![Fig. 11. Estimation results of load position in form of distribution of degrees of freedom in which load may be localized (correct value is 47th DOF).](image)

6. Final remarks

In this paper particle filtering was applied for sequential parametric identification problems. The inverse procedure was based on measurements of structure displacements using computer vision techniques. In particular, identification of Young’s modulus and loading of laboratory-scale frame was investigated. It was shown that the proposed sequential approach using particle filtering together with computer vision-based displacement measurements and FEM-based predicted displacements are able to successfully solve the identification problems considered in the paper.
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