The discontinuous Galerkin method with higher degree finite difference compatibility conditions and arbitrary local and global basis functions
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This paper focuses on the discontinuous Galerkin (DG) method in which the compatibility condition on the mesh skeleton and Dirichlet boundary condition on the outer boundary are enforced with the help of one-dimensional finite difference (FD) rules, while in the standard approach those conditions are satisfied by the penalty constraints. The FD rules can be of arbitrary degree and in this paper the rules are applied up to fourth degree. It is shown that the method presented in this paper gives better results in comparison to the standard version of the DG method. The method is based on discontinuous approximation, which means that it can be constructed using arbitrary local basis functions in each finite element. It is quite easy to incorporate some global basis functions in the approximation field and this is also shown in the paper. The paper is illustrated with a couple of two-dimensional examples.
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1. INTRODUCTION

This paper deals with a discontinuous finite element method that is known in the literature as the discontinuous Galerkin (DG) method. In this method, the approximation field is discontinuous along the mesh skeleton, i.e., the boundaries between adjacent finite elements. This is due to the fact that in this method the approximation is constructed separately for each finite element using standard shape functions. The approximation continuity between neighboring cells is not guaranteed. In spite of the lack of continuity in the approximation fields the DG method is usually used to find the solutions of continuous problems. Consistency of the final solution is enforced by compatibility conditions that are derived using different techniques. Commonly applied techniques are mortar or Nitsche’s methods. In the mortar methods, additional unknowns are used to set the relation between different domains along the common interface. In most cases, the compatibility conditions are enforced by means of Lagrange multipliers, e.g., [5, 19, 29]. The main drawback of mortar methods is that the matrix of discrete system of equations is no longer positive-definite. The Nitsche’s method [37] is a penalty-like approach in which a normal flux on the inter-element interface is combined with penalty parameter, e.g., [40]. In the literature three versions of the Nitsche’s approach in DG the method are used, so the following DG schemes arise: i) symmetric interior penalty Galerkin (SIPG) [50], ii) nonsymmetric interior penalty Galerkin (NIPG) [42], and iii) incomplete interior penalty Galerkin (IIPG) [13, 48]. The IIPG scheme is in fact a pure penalty method presented for example in [1]. An alternative approach is proposed in [24] in which a negligibly thin layer of material between adjacent elements is defined. Subsequently, on that thin layer special finite elements are defined, which guarantee continuity of approximation.

In this paper the compatibility condition is based on the finite difference (FD) relations which can be of second or fourth degrees. However, higher orders can be applied if necessary. Quite similar ap-
The approach is applied for Dirichlet boundary conditions, and in this case the FD relations are of first, second or fourth degree. In order to distinguish the version of DG method presented in this paper from the standard discontinuous Galerkin (SDG) method (i.e., interior penalty discontinuous Galerkin method [2]) the concept is called a discontinuous Galerkin with finite difference (DGFD) method.

The approximation over each finite element (or cell in short) is usually based on standard or hierarchical shape functions [27, 28, 40]. This means that a set of nodes is defined in each cell and these nodes are not shared with neighboring cells. In the DG method also another approach is possible, in which the approximation in each cell is based not on shape functions but on polynomial basis functions taken from Taylor's expansion [31, 32] or usage of other basis functions is possible [52]. In this paper the idea is pursued further to extend it to arbitrary basis functions such as, for example, radial basis functions. Furthermore, in this work the local approximation is enriched by the global one. The global approximation is based on a set of global basis functions. The global functions can be locally scaled in each cell by additional local degrees of freedom or, on the other hand, the global functions can be scaled by global degrees of freedom. The global functions in this paper can be spanned over all elements in the domain or their support can be limited to an arbitrary set of cells. The discontinuous Galerkin method, in the version presented in this paper, gives a great flexibility in a priori adjusting the approximation field to a considered problem. For example, global special functions known from fracture mechanics, can be applied, but this kind of problem is out of scope of this work. The technique of adding global functions to approximation is known in the literature as an extended method, i.e., the extended finite element method (XFEM) [25, 35], extended discontinuous Galerkin (XDG) method [22, 30] or generalized finite element method (GFEM) [15, 46, 47]. However, a technique presented in this paper is much easier in comparison to these above mentioned extended methods. The criteria for choosing a global function stay the same as in the XFEM, XDG and GFEM.

In this paper the DGFD method is applied to a scalar elliptic problem in three-dimensional (3D) domains. However, the examples presented in this paper are limited to two-dimensional cases. A typical example of scalar elliptic problem is heat transport, which has been chosen here for the analysis. Although the paper is focused on elliptic problems, the approach can be directly applied to other kinds of problems.

The origin of the discontinuous Galerkin method (DG) goes back to the 1970s [39], when the method was introduced and applied to the numerical solution of a nuclear transport PDE problem. The method has been subsequently explored by many researchers. Since the 1970s numerous DG methods have been developed, for example: the total variation bounded Runge-Kutta DG [4, 9–11, 55], the local DG method [8, 12, 26], the interior penalty (IPDG) method, the mixed DG method, the central DG method, the hybridizable DG method, the space-time DG method, the positivity-preserving DG method, and many others. The DG method has also been applied to some particular problems in structural mechanics, e.g., [17, 23, 38], in fracture modelling [43–45] or in the modelling of phase flow in porous media [18, 41]. The DG method has been found sufficiently flexible for hp refinement and has been extended to be applied to various partial differential equations, e.g., [6, 7, 20, 21, 56]. A different approach to DG method is presented in [24], where the compatibility conditions are constructed by non-zero skeleton width.

The following Sec. 2 presents the equations of the elliptic problem for which the DGFD method is formulated. The concept of how the compatibility and boundary conditions can be satisfied using the FD equations is described in Sec. 3. Section 4 deals with local and global approximations in the DGFD method and the linear set of equation for the DGFD method is derived. The presented approach is illustrated with a couple of examples in Sec. 5. The paper ends with some conclusions.

2. MATHEMATICAL FORMULATION OF DGFD METHOD

The DGFD method is presented for a scalar elliptic problem with a physical interpretation of stationary heat transport. The problem is defined in the domain $V$ with outer boundary $S$. The
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The problem starts with the well-known local form of energy balance equation, the Fourier law as well as Dirichlet and Neumann boundary conditions. The problem is formulated as follows: find the continuous temperature field \( \Theta \) that satisfies the following relationships:

\[
\begin{align*}
\text{div} \, q - r &= 0 \quad \text{in } V, \\
q &= -k \nabla \Theta \quad \text{in } V, \\
\Theta &= \bar{\Theta} \quad \text{on } S_{\Theta}, \\
q \cdot n &= \bar{h} \quad \text{on } S_q,
\end{align*}
\]

where \( q \) is the heat flux vector, \( r \) is the heat source density, \( k \) is the heat conductivity parameter for a thermally isotropic material, and \( \bar{\Theta} \) and \( \bar{h} \) are prescribed values of temperature and heat flux, respectively, \( S_{\Theta} \) is the part of \( S \) where temperature \( \bar{\Theta} \) is prescribed, \( S_q \) is the part of \( S \) where heat flux \( \bar{h} \) is prescribed, and \( n \) is the unit vector normal to the outer boundary. The heat flux vector is connected with the temperature field by means of Fourier’s law written in Eq. (1).

The considered domain is structured by a finite element mesh. The mesh consists of a set of cells and inter-element boundaries. The set of inter-element boundary segments is called the mesh skeleton \( S_s \), or skeleton in short. The discontinuous Galerkin method is based on the discontinuous approximation with the discontinuity on the skeleton. The discontinuity has to be regarded in the global formulation of the problem defined in Eq. (1), where the integration by parts is performed. In the calculations, the unit vector normal to skeleton \( n_s \) is needed, which is called in this paper the skeleton normal. The orientation of the vector is arbitrary in the sense that it can be directed to either of the adjacent cells.

In the approach presented in this paper the definition of the jump and the mid-value operators is needed, which are defined in the direction normal to the skeleton, namely

\[
\begin{align*}
\llbracket f \rrbracket &= \lim_{\varepsilon \to 0} \llbracket f \rrbracket_\varepsilon, \\
\langle f \rangle &= \lim_{\varepsilon \to 0} \langle f \rangle_\varepsilon,
\end{align*}
\]

where

\[
\begin{align*}
\llbracket f \rrbracket_\varepsilon &= f(x + \varepsilon n^s) - f(x - \varepsilon n^s), \\
\langle f \rangle_\varepsilon &= 0.5 \left( f(x + \varepsilon n^s) + f(x - \varepsilon n^s) \right),
\end{align*}
\]

where \( \varepsilon \) is the auxiliary parameter.

It is a well-known property that the jump of two functions product can be expressed as follows

\[
\llbracket fg \rrbracket = \llbracket f \rrbracket \langle g \rangle + \langle f \rangle \llbracket g \rrbracket.
\]

The discontinuous Galerkin method starts with the global formulation of the considered problem, defined in Eq. (1), with the test function \( v \)

\[
\int_V v \, \text{div} q \, dV - \int_V v \, r \, dV = 0 \quad \forall \, v.
\]

After integration by parts, Eq. (5) changes into

\[
\int_V \text{div} (v q) \, dV - \int_V \nabla v \cdot q \, dV - \int_V v \, r \, dV = 0.
\]

The first integral in Eq. (6) is over the domain volume where its integrand is just a divergence. In the case when \( (v q) \) is continuous in \( V \) the integral is equal to an integral along the outer boundary. Since the function \( (v q) \) is discontinuous on the mesh skeleton \( S_s \) the integral, regarding
the definition in Eq. (2), is equal to the integral over the outer boundary minus the integral over the skeleton, i.e.,

\[ \int_V \text{div}(v \mathbf{q}) \, dV = \int_S v \mathbf{q} \cdot \mathbf{n} \, dS - \int_{S_s} [v \mathbf{q}] \cdot \mathbf{n}^s \, dS. \tag{7} \]

On the basis of Eq. (4), Eq. (7) can be rewritten as

\[ \int_V \text{div}(v \mathbf{q}) \, dV = \int_S v \mathbf{q} \cdot \mathbf{n} \, dS - \int_{S_s} [v \mathbf{q}] \cdot \mathbf{n}^s \, dS - \int_S (v) \langle \mathbf{q} \rangle \cdot \mathbf{n}^s \, dS - \int_V \nabla v \cdot \mathbf{q} \, dV - \int_V v \mathbf{r} \, dV = 0. \tag{8} \]

There is no heat source on the skeleton. That is why the jump of the heat flux in the skeleton normal direction is zero, and this means that the heat flux vector is continuous in the normal direction

\[ [\mathbf{q}] \cdot \mathbf{n}^s = 0 \Rightarrow \langle \mathbf{q} \rangle \cdot \mathbf{n}^s = \mathbf{q} \cdot \mathbf{n}^s \quad \text{on} \quad S_s. \tag{9} \]

The integral over outer boundary from Eq. (8) can be expressed as the sum over \( S_\Theta \) and \( S_q \). Subsequently, the Neumann boundary condition from Eq. (1) can be applied on \( S_q \)

\[ \int_S v \mathbf{q} \cdot \mathbf{n} \, dS = \int_{S_q} \mathbf{\tilde{q}} \, dS + \int_{S_\Theta} v \mathbf{q} \cdot \mathbf{n} \, dS. \tag{10} \]

Taking into account equations from (8) to (10), Eq. (6) is written in the following form:

\[ \int_{S_q} \mathbf{\tilde{q}} \, dS + \int_{S_\Theta} v \mathbf{q} \cdot \mathbf{n} \, dS - \int_{S_s} [v \mathbf{q}] \cdot \mathbf{n}^s \, dS - \int_V \nabla v \cdot \mathbf{q} \, dV - \int_V v \mathbf{r} \, dV = 0. \tag{11} \]

The heat flux vector is expressed by Fourier’s law, i.e., \( \mathbf{q} = -k \nabla \Theta \), and then Eq. (11) changes into

\[ \int_{S_q} \mathbf{\tilde{q}} \, dS - \int_{S_\Theta} k v \nabla \Theta \cdot \mathbf{n} \, dS + \int_{S_s} k [v \mathbf{\nabla \Theta}] \cdot \mathbf{n}^s \, dS + \int_V k \nabla v \cdot \nabla \Theta \, dV - \int_V v \mathbf{r} \, dV = 0. \tag{12} \]

Up to now the problem formulation presented in Eq. (12) is common for the SDG and DGFD methods. The main difference between these two methods lies in approximation of \( \nabla \Theta \cdot \mathbf{n}^s \) on \( S_s \). In the SDG method, this gradient is set as mean value of the gradient values on both sides of the skeleton and the penalty component is added to the formulation. In the hybridized DG (HDG) method, such a problem is solved by using additional degrees of freedom on the mesh skeleton. In this paper, the alternative method is proposed that uses the FD rules on the mesh skeleton to enforce continuity of the final solution and on the outer Dirichlet boundary to enforce boundary conditions.

3. Compatibility and boundary conditions

In Eq. (12), the third component – the value of the temperature gradient in the skeleton normal direction has to be evaluated. Such a value cannot be said straightforwardly in the DG methods. And also in the finite element method (FEM) it would not be easy to evaluate this value, but in contrast to the FEM, in the DG methods \( \nabla \Theta \cdot \mathbf{n}^s \) on \( S_s \) have to be evaluated. In the SDG approach the following evaluation on \( S_s \) is applied: \( \nabla \Theta \cdot \mathbf{n}^s = \langle \nabla \Theta \rangle \cdot \mathbf{n}^s \), what is not coherent with relationships in Eq. (9). In the hybridized DG (HDG) method [36], such a problem is solved by using additional degrees of freedom on the mesh skeleton. In this paper, the alternative method is proposed that uses the FD rules on the mesh skeleton to enforce continuity of the final solution and on the outer Dirichlet boundary to enforce boundary conditions.
In this section, the compatibility and boundary conditions based on the FD relationships of various degrees are presented. The FD equations are derived using the points belonging to a line perpendicular to $S_s$ which is identified by $n^s$. Any point $x$ that is close to the skeleton segment can be located in space with the help of point $x_d$ belonging to the skeleton and the skeleton normal direction, i.e.,

$$x = x_d + \beta n^s,$$

where $\beta$ is an auxiliary scalar parameter. This is illustrated in Fig. 1. Subsequently, the temperature at point $x$ can be written in the following way:

$$\Theta(x) = \Theta(x_d + \beta n^s) = \Theta_d(\beta),$$

where $\Theta_d(\beta)$ describes the temperature at distance $\beta$ from the point $x_d \in S_s$ in the normal direction to $S_s$.

![Fig. 1. Location of point x in relation to point x_d \in S_s.](image)

The derivative of temperature in the $n^s$ direction can be now expressed by the first derivative of $\Theta_d$

$$\nabla \Theta \cdot n^s = \Theta'_d.$$

Equation (12) requires a temperature gradient inside the cells (the fourth integral), on the skeleton (the third integral) and on the outer boundary (the second integral). Inside the cells that gradient is calculated in a standard way, which means with the help of approximations inside those cells. Another technique has to be used for the gradient on the skeleton since the temperature approximation is not continuous there. A similar situation is in the case of the outer boundary because the temperature gradient has also to be approximated where the Dirichlet boundary condition is used. In both the cases the FD equations of various degrees are used to solve the problem. In Appendix A all finite difference relationships are derived that are subsequently applied in this section.

On the basis of Eq. (15) the calculation of the temperature derivative on the skeleton in the skeleton normal direction is equivalent to the calculation of the first derivative of $\Theta_d$ at the origin of the local coordinate set, i.e.,

$$\nabla \Theta \cdot n^s = \Theta'_d(0) \text{ on } S_s.$$

On the basis of Eq. (A3) of Appendix A the value of $\Theta'_d(0)$ can be evaluated by the second-degree FD equation with the help of temperature values at distance $w$ from the skeleton segment, see Fig. 2

$$\Theta'_d(0) = \frac{1}{2w} (\Theta(w) - \Theta(-w)).$$

Now the temperature normal derivative on $S_s$ can be approximated by the following FD relationships:

$$\nabla \Theta \cdot n_s = \frac{1}{2w} \left( \Theta(x_d + w n^s) - \Theta(x_d - w n^s) \right) = \frac{[\Theta]^w}{2w} \quad \text{on} \quad S_s. \quad (18)$$

For a better evaluation of the temperature normal derivative the fourth-degree FD rule can be used according to Eq. (A6). In this case, the normal derivative has a more complicated form

$$\nabla \Theta \cdot n_s = \frac{3}{4w} \left( \Theta(x_d + w n^s) - \Theta(x_d - w n^s) \right) - \frac{1}{4} \left( \nabla \Theta(x_d + w n^s) + \nabla \Theta(x_d - w n^s) \right) \cdot n^s$$

$$= \frac{3}{2} \cdot \frac{[\Theta]^w}{2w} - \frac{1}{2} \cdot (\nabla \Theta)_w \cdot n^s \quad \text{on} \quad S_s. \quad (19)$$

In a similar manner, the temperature normal derivative on the outer boundary can be approximated. In this paper the FD approximations of first, second or fourth degrees are used which are based on Eqs. (A8), (A11) or (A14) of Appendix A, respectively. In consequence, the FD approximations on $S_\Theta$ take the following forms:

$$\nabla \Theta \cdot n = \frac{\bar{\Theta} - \Theta(x_w)}{w} \quad \text{1st degree}, \quad (20)$$

$$\nabla \Theta \cdot n = 2 \cdot \frac{\bar{\Theta} - \Theta(x_w)}{w} - \nabla_n \Theta(x_w) \quad \text{2nd degree}, \quad (21)$$

$$\nabla \Theta \cdot n = 6 \cdot \frac{\bar{\Theta} - \Theta(x_{2w})}{2w} - 4\nabla_n \Theta(x_w) - \nabla_n \Theta(x_{2w}) \quad \text{4th degree}, \quad (22)$$

where $x_w = x - w n$, $x_{2w} = x - 2w n$ and $\nabla_n \Theta = \nabla \Theta \cdot n$. The graphical illustrations of Eqs. (19) and (21) are presented in Fig. 3.
Finally Eq. (12) changes into the following formula, where the FD Eqs. (19) and (22) are used

\[
\int_{S_q} v \hat{h} dS - \int_{S_{eq}} 3 \frac{k}{w} v \Theta dS + \int_{S_{eq}} 4 k v \nabla_n \Theta(x_w) dS + \int_{S_{eq}} k v \nabla_n \Theta(x_{2w}) dS
\]

\[
+ \int_{S_{e}} \frac{3 k}{4 w} \frac{[v][\Theta]}{w} dS - \int_{S_{e}} \frac{k}{2} \frac{[v]}{w} \nabla \cdot \Theta_w dS + \int_{S_{e}} k v \nabla v \cdot \Theta dV - \int_{V} v r dV = 0. 
\] (23)

When we want to use other FD equations on \( S_a \) or \( S_e \), Eq. (23) has to be accordingly adjusted. Equation (23) can be written in the form of equality of bilinear and linear forms:

\[
A(\Theta, v) = F(v), \quad \forall v,
\] (24)

where

\[
A(\Theta, v) = \int_{V} k \nabla v \cdot \nabla \Theta dV + \frac{3}{4} \int_{S_{eq}} \frac{k}{w} \frac{[v]}{w} [\Theta]_w - \frac{1}{2} \int_{S_{eq}} k \frac{[v]}{w} \nabla \cdot \Theta_w dS
\]

\[
+ 3 \int_{S_{eq}} \frac{k}{w} v \Theta(x_{2w}) dS + 4 \int_{S_{eq}} k v \nabla_n \Theta(x_w) dS + \int_{S_{eq}} k v \nabla_n \Theta(x_{2w}) dS,
\] (25)

\[
F(v) = \int_{V} v r dV - \int_{S_q} \hat{h} dS + 3 \int_{S_{eq}} \frac{k}{w} v \Theta dS.
\] (26)

For comparison, the corresponding equations in the SDG method are as follows:

\[
A(\Theta, v) = \int_{V} k \nabla v \cdot \nabla \Theta dV + \int_{S_{a}} \sigma [\Theta][\Theta] - \int_{S_{a}} k \frac{[v]}{w} \nabla \cdot \Theta dS + \int_{S_{a}} \sigma v \Theta dS,
\] (27)

\[
F(v) = \int_{V} v r dV - \int_{S_q} \hat{h} dS + \int_{S_{eq}} \sigma v \Theta dS,
\] (28)

where \( \sigma \) is the penalty parameter. It can be noticed that in the DGFD method in the integrals along the mesh skeleton the values of temperatures or gradients are taken from insides of aligned elements. On the contrary, in the SDG method such values are calculated just on the edges of aligned elements.

### 4. Discontinuous Approximation

In the standard FEM the approximation in a finite element cell is based on shape functions that are constructed on a set of nodes in the cell. The same shape functions are applied in the SDG method, but in this case the finite elements do not share their nodes.

In the approach presented in this paper no shape functions are needed. Instead, for each element the local approximation is constructed by a set of local basis functions. The basis functions are called local here since the functions are defined in the local coordinates associated with each cell. In consequence no nodes are needed in the elements and a set of mathematical degrees of freedom are used to scale the local basis functions. The cell geometry in the finite element mesh is defined by a set of vertices and the definition of cell geometry is independent of the approximation in this cell. In the case of domains with curved boundaries the finite elements cells with curved edges can be used. In such a case the transformation to reference elements can be applied using standard procedures known from the FEM. Then, the second-order Lagrange shape functions may be used to perform the transformation, keeping in mind that the approximation is constructed independently.
of the transformation. For the DGFD method the calculations on the reference elements are more complicated than in the FEM since the transformations have to cope with integrals along the mesh skeleton and outer boundary, and this is out of scope of this paper. In the DGFD method not only the local basis functions but also global basis functions can be used in the approximation. The global basis functions are meant here to be defined in the global coordinates. With the help of the global functions some global properties can be included in the approximation. A global basis function can be added to the approximation in two ways: i) the function is scaled locally in each cell by additional local degrees of freedom, ii) the function is scaled globally by a global degree of freedom associated with the mesh. Consequently the final approximation is a superposition of three kinds of approximations, namely:

1. **local-local** – where the linear combination of local basis functions with local degrees of freedom is used,

2. **global-local** – the global basis functions are scaled by additional finite element degrees of freedom,

3. **global-global** – in this case the global basis functions are scaled by global degrees of freedom.

The usage of the global functions in the approximation is similar to the partition of unity approach [3, 34], generalized FEM [47] or extended FEM [35]. The local basis functions have their supports limited to their cells. On the other hand, the support of each global function is spanned over all the cells or over a group of the cells.

The combined local-global approximation written for an $e$-th element has the following form:

$$ \Theta^e(x) = \sum_{i=1}^{n_e} b^e_i(x) \hat{\Theta}^e_i + \sum_{j=1}^{n_{ge}} \beta^e_j(x) \hat{\Theta}^{ge}_j + \sum_{k=1}^{n_g} \gamma_k(x) \hat{\Theta}^g_k = b^e \hat{\Theta}^e + \beta \hat{\Theta}^{ge} + \gamma \hat{\Theta}^g, \quad x \in V^e, \quad (29) $$

where $b^e$ is the vector of local basis functions (LBF) for the $e$-th cell, $\hat{\Theta}^e$ is a vector of local degrees of freedom for local basis functions in the $e$-th cell, $\beta$ is a vector of global functions locally scaled (GBFL), $\hat{\Theta}^{ge}$ is a vector of local degrees of freedom for global basis functions for the $e$-th cell, $\gamma$ is a vector of global basis of functions (GBF) that are globally scaled, and $\hat{\Theta}^g$ is a vector of global degrees of freedom. The degrees of freedom in Eq. (29) are purely mathematical and do not have any physical meaning.

The choice of the local basis functions for each cell is quite arbitrary. For example, they can be Lagrange shape functions which are used in SDG. On the other hand they, for instance, can be based on a Taylor expansion, like in [32, 33, 49, 51]. The local basis functions can be polynomial as well as other functions which are locally defined. The choice of the local basis functions is the user’s choice and it may depend on the problem under consideration. On the other hand, the criteria for choosing global basis functions can be, for example, a kind of solution known *a priori*, for problem in L-shaped domain, e.g., [16] or a domain with a crack [25].

In Eq. (29) the approximation for a one element cell is written. It can be rewritten as an approximation for the whole domain

$$ \Theta = \Phi \hat{\Theta}, \quad x \in V, \quad (30) $$

where

$$ \Phi = \begin{bmatrix} s^1 b^1 & s^2 b^2 & \ldots & s^E b^E & s^1 \beta & s^2 \beta & \ldots & s^E \beta & \gamma \end{bmatrix}, \quad (31) $$

and where $E$ is the number of finite element cells and $s^e$ is the $e$-th element support, i.e.,

$$ s^e = \begin{cases} 1 & \text{for } x \in V^e, \\ 0 & \text{for } x \notin V^e. \end{cases} \quad (32) $$
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The approximation in Eq. (30) is discontinuous across the mesh skeleton. The jump and mean values are approximated in the standard manner

\[
[\Theta] = [\Phi] \hat{\Theta}, \quad \langle \Theta \rangle = \langle \Phi \rangle \hat{\Theta}, \quad x \in S_s.
\] (33)

In the same way the approximation of the jump and mean values at the distance \( w \) from \( S_s \) is performed

\[
[\Theta]_w = [\Phi]_w \hat{\Theta}, \quad \langle \Theta \rangle_w = \langle \Phi \rangle_w \hat{\Theta}.
\] (34)

The kind of approximation presented in this section is flexible and very effective since arbitrary enriching functions can be incorporated into the approximation in the local or global parts of the approximation. In this paper the Galerkin formulation is considered that is why the same approximation as in Eqs. (30) and (33) is applied to the test function \( v \).

In most cases, the local basis functions are polynomials taken from the Taylor expansion. Each polynomial is defined in the \( e \)-th cell with the help of local coordinates. In the two-dimensional case the local coordinates \((x_e, y_e)\) are defined in the following way:

\[
x_e = x - x_{m}^{e} \quad \frac{1}{0.5 h_x^{e}}, \quad y_e = y - y_{m}^{e} \quad \frac{1}{0.5 h_y^{e}}.
\] (35)

In Eq. (35) the point \((x_{m}^{e}, y_{m}^{e})\) is a center of gravity of the \( e \)-th element cell and \( h_x^{e}, h_y^{e} \) are the characteristic lengths of the \( e \)-th cell in the \( x \) and \( y \) directions, respectively. It should be noted that the shape of the triangle and its orientation in respect to \( x \) and \( y \) axes are arbitrary. It can be noticed that the orientation of local coordinates \((x_e, y_e)\) is the same as global coordinates \((x, y)\). The construction of local coordinates is shown in Fig. 4. The vectors of basis functions of various degrees \( p \), used in this paper, are then as follows:

for \( p = 1 \) : \[
b^{e} = b^{e}_1 = \begin{bmatrix} 1 & x_e & y_e \end{bmatrix},
\]

for \( p = 2 \) : \[
b^{e} = b^{e}_2 = \begin{bmatrix} b^{e}_1 & x_e^2 & y_e^2 \end{bmatrix},
\]

for \( p = 3 \) : \[
b^{e} = b^{e}_3 = \begin{bmatrix} b^{e}_2 & x_e^3 & y_e^3 \end{bmatrix},
\]

for \( p = 4 \) : \[
b^{e} = b^{e}_4 = \begin{bmatrix} b^{e}_3 & x_e^4 & y_e^4 \end{bmatrix}.
\] (36)

In such a way, it is quite easy to define local approximation of arbitrary degree, and the degree may vary among the cells. In the examples presented in this paper the polynomial approximations up to sixth-order (28 basis functions) have been used.
When the approximations from Eqs. (30), (33) and (34) are substituted into the weak form Eq. (24), the linear system of equation is obtained:

\[ \mathbf{K} \mathbf{\tilde{\Theta}} = \mathbf{F}, \]  

where

\[
\mathbf{K} = \int_V \mathbf{B}^T \mathbf{B} \, dV + \frac{3}{4} \int_{S_\delta} \frac{k}{w} \mathbf{\Phi}^T [\mathbf{\Phi}]_w \, dS - \frac{1}{2} \int_{S_\delta} k [\mathbf{\Phi}]_w^T \mathbf{n}^T (\mathbf{B})_w \, dS \\
+ 3 \int_{S_\delta} \frac{k}{w} \mathbf{\Phi}^T (\mathbf{x}_{2w}) \, dS + 4 \int_{S_{\Omega}} k \mathbf{\Phi}^T \mathbf{B}_n (\mathbf{x}_w) \, dS + \int_{S_{\Omega}} k \mathbf{\Phi}^T \mathbf{B}_n (\mathbf{x}_{2w}) \, dS,
\]

\[
\mathbf{F} = \int_V \mathbf{\Phi}^T r \, dV - \int_{S_{\Omega}} \mathbf{\Phi}^T \mathbf{\tilde{h}} \, dS + 3 \int_{S_{\Omega}} \frac{k}{w} \mathbf{\Phi}^T \mathbf{\tilde{\Theta}} \, dS,
\]

where \( \mathbf{B} = \nabla \mathbf{\Phi} \) and \( \mathbf{B}_n = \nabla_n \mathbf{\Phi} \).

In order to construct the system of equations in Eq. (37) the parameter \( w \) has to be evaluated. This value should be small enough so that the FD rules are accurate enough. On the other hand, too small value of \( w \) may lead to numerical instabilities. Thus, in the calculations the values of \( w \) were set proportional to the characteristic size of finite elements \( h \). In the examples presented in this work this parameter was set \( w = h \cdot 10^{-5} \).

5. EXAMPLES

In this section, three examples are discussed, which illustrate the approach presented in this paper. In each of the examples the following boundary value problem on a square domain \([-1, 1] \times [-1, 1]\) is considered:

\[
- \Delta \Theta = f(x, y), \\
\Theta = \mathbf{\tilde{\Theta}} \quad \text{on} \quad S_{\Omega} = S,
\]

where the boundary conditions and right-hand side function \( f(x, y) \) come from the exact solution \( \Theta(x, y) \) that is specific for each of the considered examples. The problem defined in (39) can be seen as a heat flow problem where the thermal conductivity is \( k = 1 \) and the heat source \( r \) is given by the \( f(x, y) \) function.

In the first example, the exact solution is a polynomial, the second example deals with an exponential problem and in the third example the trigonometric problem is considered. In the second and third examples, the effects of using non-polynomial local and global basis functions are presented.

In these examples, the error of the approximated solutions is measured. The definition of the error at an arbitrary point in \( V \) is defined in the following way:

\[
e = | \Theta - \overline{\Theta} | \quad \text{in} \quad V,
\]

where \( e \) is the error of the approximate solution \( \overline{\Theta} \), and \( \Theta \) is the exact solution. In order to measure the global error of the approximate solution the \( L_2 \) norm and \( H_1 \) semi-norm are used, which are respectively defined as follows

\[
\| e \|_{L_2} = \sqrt{\int_V (\Theta - \overline{\Theta})^2 \, dV}, \quad | e |_{H_1} = \sqrt{\int_V (\Theta' - \overline{\Theta}')^2 \, dV}.
\]
5.1. Polynomial example

In this example the exact solution of the elliptic problem defined in Eq. (39) is given:

\[ \Theta(x, y) = x^2 + y^2. \]

(42)

In that case the right-hand side function is

\[ f(x, y) = -4. \]

(43)

At first, the example has been checked whether the DGFD method can reproduce the exact solution for the second-degree local basis functions as well as for the second-degree global functions locally or globally scaled. The exact solution has been obtained in all the approximation configurations. This means that the whole algorithm in the DGFD method is correctly derived and the ideas connected with the approximation method and the FD rules for the compatibility and boundary conditions are correctly applied.

Secondly, the triangular finite elements with first-degree basis functions have been used to show the convergence rate of the DGFD method in the simple example. The results in \( L_2 \) norm and \( H_1 \) semi-norm are shown in Fig. 5, where \( ndof \) means number of degrees of freedom and \( error \) means \(|e|_{L_2} \) or \(|e|_{H_1} \). The convergence rate is typical, which means that in the logarithmic scale the rate is linear in the both error measures.

Subsequently, the polynomial example has been solved on the mesh with 128 triangular elements, but using four configurations connected with approximations: firstly all elements have been set as \( p = 1 \), secondly for the inside elements the order has been set as \( p = 2 \), thirdly for the inside elements vector \( \gamma \) has been set and fourthly for the inside elements vector \( \beta \) has been set. Figure 6a shows the approximate solution for the uniform approximation order of \( p = 1 \). In the next step, the second-order approximation has been applied for the inside cells marked in Fig. 6b. The higher degree approximation for the inside cells has been achieved in three ways: i) by increasing the degrees of local basis function \( p = 2 \), see Eq. (36), Fig. 6c, ii) by adding the global basis \( \gamma \) with the support over those inside cells (Fig. 6b) \( \gamma = [x^2 \ y^2] \), Fig. 6d and iii) by adding the global basis \( \beta \) to the inside cells \( \beta = [x^2 \ y^2] \), Fig. 6e. The inside elements which have been enriched by higher approximation, Fig. 6b, are chosen to be irregular. This is done intentionally in order to show the flexibility of the proposed approach. We can see in the presented results that in all the cases the final solution is continuous in spite of the fact that the whole approximation is discontinuous on the mesh.
Fig. 6. Approximate solution of polynomial example for the first-order local approximation and enriched inside elements: a) approximate solution with $p = 1$ and 384 $\text{ndof}$, b) mesh with marked inside elements where higher order approximation is applied, c) approximate solution where the inside elements have $p = 2$ that gives 534 $\text{ndof}$, d) approximate solution where the inside elements have been enriched by $\gamma = [x^2 \ y^3]$ that gives 386 $\text{ndof}$, e) approximate solution where the inside elements have been enriched by $\beta = [x^2 \ y^2]$ that gives 484 $\text{ndof}$.

skeleton. Not only the local approximation is discontinuous but also the global approximation causes additional discontinuities. The local-global part of the approximation is discontinuous across the mesh skeleton. Furthermore, the global-global part of the approximation is discontinuous along its support border (in Fig. 6b the border between enriched and regular cells). The presented approach can cope with all those discontinuities and the final results are continuous.

From the results presented in Fig. 6 it is evidently seen that all kinds of approximation proposed in this paper give proper results. However, in this example it can be said that the best results in Figs. 6c, 6d and 6e are obtained when the global-local approximation technique is used, in Fig. 6e the upper and lower values of the approximate solution are the very close to the exact values.
5.2. Exponential example

The exact solution of this example is the following exponential function:

\[ \Theta(x, y) = \exp \left( -5(x - y)^2 - 5x^2 \right). \]  

(44)

The function, shown in Fig. 7, has great gradients and that is why it is suitable for numerical tests.

For the exact solution in Eq. (44) the right-hand side function is as follows:

\[
\begin{align*}
    f(x, y) &= -\exp \left( -5(x - y)^2 - 5x^2 \right) \cdot (20x - 10y)^2 + 20 \exp \left( -5(x - y)^2 - 5x^2 \right) \\
    &\quad - \exp \left( -5(x - y)^2 - 5x^2 \right) \cdot (10x - 10y)^2 + 10 \exp \left( -5(x - y)^2 - 5x^2 \right).
\end{align*}
\]

(45)

The convergence analysis has been performed for the example where only local polynomial approximations are used. Figure 8 shows the convergence of the results obtained by the DGFD
method for various local-local approximation orders. For comparison, the same convergence analysis has been performed for the SDG method, see Fig. 9. The well-known tendency that for higher degrees approximations higher convergence rates are obtained is observed in the results. This also shows that the DGFD method presented in this paper gives correct results. On the other side, the same rate of convergence is observed for the SDG method, but for higher orders the method stops to converge. In the analyzed problem, the SDG method cannot exceed value $10^{-5}$ of error in $L_2$ norm. This shows that the DGFD method is correct and gives more stable results in comparison to the SDG method.

![Fig. 9.](image)

The exponential example has been solved using standard polynomial local basis function shown in Eq. (36). However, the approach allows one to use other local basis functions. In order to illustrate this property the local exponential functions have been used in the example. In particular, the vector of local basis functions for a triangular cell is in this case as follows:

$$b^e = [b^e_2 \exp(-r_1^2) \exp(-r_2^2) \exp(-r_3^2) \exp(-r_4^2)],$$

where $r_i = \sqrt{(x - x_i)^2 + (y - y_i)^2}$ and $(x_1, y_1), (x_2, y_2), (x_3, y_3)$ are the coordinates of the triangle vertices, $(x_4, y_4)$ is the triangle mass centre, and $b^e_2$ is the vector polynomial basis function taken from Eq. (36). Figure 10a shows the results obtained for the local basis functions from Eq. (46) with 32 finite elements. For comparison, Fig. 10b presents the results for the same mesh but the standard polynomial local basis of $p = 3$ was used, Eq. (36). In both cases, the results are quite satisfactory. This means that in the approach presented in this paper other local basis functions, besides polynomial, can be used. In the next step the convergence analysis has been performed for

![Fig. 10.](image)
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The local basis function from Eq. (46). The results showing the convergence rate for the example, that is, compared with the convergence for the standard polynomial local basis is presented in Fig. 11. In both cases, each cell has the same number of degrees of freedom, namely 10. The results for the mixture polynomial-exponential local basis functions converge in $L_2$ norm as well as in $H_1$ semi-norm. However, the rate of convergence is a little bit smaller in comparison to the convergence rate obtained when the standard polynomial basis functions are used. We can conclude here that it is possible, for DGFD, to use non-standard local basis functions and the obtained results are quite correct and still continuous. In general the polynomial basis functions usually give better results in comparison to other basis functions. This comes directly from the Taylor expansion, which says that the polynomial approximation can adjust quite well to arbitrary function.

![Fig. 11. Convergence in $L_2$ norm (a) and $H_1$ semi-norm (b) with polynomial-exponential LB and for comparison with standard LB of order $p = 3$.](image)

5.3. Trigonometric example

In the third example, we consider the trigonometric problem for which the exact solution is

$$\Theta(x, y) = x^2 y + \sin(2\pi x) \sin(2\pi y),$$

and the right-hand side function is

$$f(x, y) = -2y + 8\pi^2 \sin(2\pi x) \sin(2\pi y).$$

The exact solution from Eq. (47) is depicted in Fig. 12. We can see that the exact solution fluctuates and has many peaks in the considered domain. In this example, the combination of

![Fig. 12. Exact solution for example no. 3.](image)
local-local, global-local and global-global approximations has been used with the following basis functions

\[ b^e = \begin{bmatrix} 1 & x^e & y^3 & x^e y^e & x^{e2} & y^{e2} \end{bmatrix}, \]

\[ \beta = \begin{bmatrix} \sin(2\pi x) & \sin(2\pi y) & \cos(2\pi x) & \cos(2\pi y) \end{bmatrix}, \]

\[ \gamma = \begin{bmatrix} x^3 & x^2 y & x y^2 & y^3 \end{bmatrix}. \]

All the global functions in \( \beta \) and \( \gamma \) are spanned over all elements in the domain.

The calculations have been performed for meshes with 32, 128 and 512 triangular cells. In this example, the DGFD method has been used in the version presented in Sec. 4 where the fourth-degree FD relations on the skeleton and outer boundary are used (case 1). For comparison, the example has been solved by another version of the DGFD method where on the skeleton the second-degree and on the outer boundary the first-degree finite difference relations are used (case 2). In order to see the difference between the approach presented in this paper and the SDG method, the same example has been calculated by the standard approach (case 3).

The results are presented in the form of maps of the obtained approximate solution and maps of the solution error. Figures 13–15 show the results for the 32-element mesh. For the 128-element mesh the results are presented in Figs. 16–18. Finally, the results for the mesh with 512 elements are shown in Figs. 19–21.

The results show that case 1 has given the best solution for each of the meshes. On the other hand, the SDG method has given the worst results. This means that the DGFD method generally gives better results than the SDG method even if a low degree FD compatibility and boundary conditions are used. For the coarse mesh, the DGFD method gives discontinuous solution, Figs. 13 and 14, but on the other hand the obtained result is closer to the exact solution in comparison to

![Fig. 13. Solution and error for example no. 3 with high degree FD (case 1) on 32 triangular cell mesh.](image)

![Fig. 14. Solution and error for example no. 3 with low degree FD (case 2) on 32 triangular cell mesh.](image)
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Fig. 15. Solution and error for example no. 3 by SDG (case 3) on 32 triangular cell mesh.

Fig. 16. Solution and error for example no. 3 with high degree FD (case 1) on 128 triangular cell mesh.

Fig. 17. Solution and error for example no. 3 with low degree FD (case 2) on 128 triangular cell mesh.

Fig. 18. Solution and error for example no. 3 by SDG (case 3) on 128 triangular cell mesh.
the standard approach, Fig. 15. For dense meshes in each of cases the results have been continuous but still the DGFD method has given smaller errors in comparison to the SDG method.

6. CONCLUSIONS

The DGFD method has been presented in this paper. The approximation field in this method is discontinuous and the compatibility condition that stitches together the approximations, is based on the FD relations. Although the FD relations can generally be of arbitrary degree, in this paper the second and fourth-degree has been used. Quite similar approach is used to enforce Dirichlet boundary conditions and in this case the first, second or fourth degree FD relations have been applied.
In the DGFD method there are no shape functions, instead arbitrary basis functions can be used. The basis functions are usually polynomials which are defined in the local coordinates associated with each finite element. In this paper, the exponential basis functions are also used. The basis functions associated with the cells are called local basis functions. Next to the local basis functions also the global functions can be used in the presented approach. The global basis functions can be locally scaled (i.e., in each cells additional degrees of freedom are associated with those functions) or globally scaled (i.e., the degrees of freedom are associated with the whole mesh). In consequence, three types of approximations can be combined: local-local, global-local and global-global.

The main advantage of the DGFD method is the fact that this method is stable even for high-order finite elements and gives better results in comparison to the standard DG method. Due to the fact that the mixed approximation techniques can be applied with quite arbitrary basis functions the DGFD method can be easily enriched with some special functions, i.e., sinusoidal basis functions in places where solution has trigonometrical character, etc. Two elements of different orders can be set side by side. This does not need the hierarchical shape functions, as used in the FEM [14, 53, 54] [A, B, C] and other DG approaches [27, 28, 40]. Instead the mesh skeleton has to be included in the method formulation. As a disadvantage of the DGFD method the fact that due to compatibility conditions the main matrix in this method is not symmetric can be pointed out. The computational costs of the DGFD method are of the same level as in the standard DG method.

The presented approach is illustrated with a couple of two-dimensional examples where the correctness, effectiveness and flexibility of the DGFD method have been shown. Although the presented examples are two-dimensional, the approach can be directly applied to full three-dimensional problems. In this paper, the scalar elliptical problem is studied. However, the approach is also suitable for other kinds of problems.

APPENDIX A

In this paper, the FD relations differ from the standard approach. Appendix A presents the detailed derivation of the FD relations applied in this paper. In general, the FD equations show how to calculate approximately the derivatives of a certain function with the help of discrete values of the function. In the approach applied in this paper not only discrete values of the function but also its discrete derivatives are used to derive the FD equations. In Appendix the appropriate relations are firstly derived for the mid-point, i.e., we calculate the derivatives at the point in the middle of the regarded domain. Secondly, for the point located on the right side of the domain, what is connected with the fact that the normal to outer boundary goes out of the domain.

A.1. Finite difference rules to calculate derivatives at the middle node

There is a function $g$ and the values of the function are known at all nodes presented in Fig. A1: $g(-h)$, $g(0)$ and $g(h)$. Additionally the first derivatives of the function are known at the nodes except the node at the origin: $g'(-h)$ and $g'(h)$. The task is to calculate the first derivative of the function at the origin: $g'(0) = ?$. However, in the presented approach other derivatives are also calculated at the origin. This is done using the Taylor expansion up to the second or fourth degree.

![Fig. A1. Nodes to calculate derivatives at the middle point using second-order or fourth-order FD rule.](image)

To obtain the second-order approximation, the Taylor expansion for $g(h)$ and $g(-h)$ truncated after the second-order term is written as

$$g(h) = g(0) + g'(0)h + \frac{1}{2}g''(0)h^2,$$
$$g(-h) = g(0) - g'(0)h + \frac{1}{2}g''(0)h^2.$$  (A1)
Equations (A1) are rearranged so that the following system of equations is constructed:

\[
\begin{bmatrix}
1 & 1 & 2h \\
-1 & 1 & 2h \\
\end{bmatrix}
\begin{bmatrix}
g'(0) \\
g''(0) \\
\end{bmatrix}
= \begin{bmatrix}
g(h) - g(0) \\
g(-h) - g(0) \\
\end{bmatrix}.
\]

(A2)

The solution of Eq. (A2) gives the FD rules for the first and second derivatives at the origin

\[
g'(0) = \frac{1}{2h} (g(h) - g(-h)) ,
\]

\[
g''(0) = \frac{1}{h^2} (g(h) - 2g(0) + g(-h)) .
\]

(A3)

In the fourth-degree approximation, the Taylor expansion at points \( h \) and \(-h\) is performed for the function and its first derivative, which are truncated after fourth or third order, respectively. This gives the following approximations:

\[
g(h) = g(0) + g'(0) h + \frac{1}{2} g''(0) h^2 + \frac{1}{6} g'''(0) h^3 + \frac{1}{24} g^{IV}(0) h^4 ,
\]

\[
g'(h) = g'(0) + g''(0) h + \frac{1}{2} g'''(0) h^2 + \frac{1}{6} g^{IV}(0) h^3 ,
\]

\[
g(-h) = g(0) - g'(0) h + \frac{1}{2} g''(0) h^2 - \frac{1}{6} g'''(0) h^3 + \frac{1}{24} g^{IV}(0) h^4 ,
\]

\[
g'(-h) = g'(0) - g''(0) h + \frac{1}{2} g'''(0) h^2 - \frac{1}{6} g^{IV}(0) h^3 .
\]

(A4)

After rearrangement of Eqs. (A4) the system of equations is obtained:

\[
\begin{bmatrix}
1 & \frac{1}{2} & \frac{1}{6} h^2 & \frac{1}{24} h^3 \\
1 & 1 & \frac{1}{2} h^2 & \frac{1}{6} h^3 \\
-1 & \frac{1}{2} & -\frac{1}{6} h^2 & \frac{1}{24} h^3 \\
1 & -1 & \frac{1}{2} h^2 & -\frac{1}{6} h^3 \\
\end{bmatrix}
\begin{bmatrix}
g'(0) \\
g''(0) \\
g'''(0) \\
g^{IV}(0) \\
\end{bmatrix}
= \begin{bmatrix}
g(h) - g(0) \\
g'(0) \\
g(-h) - g(0) \\
g'(-h) \\
\end{bmatrix}.
\]

(A5)

After solving Eq. (A5) we obtain the derivatives of function \( g \) at the origin:

\[
g'(0) = \frac{3}{4h} (g(h) - g(-h)) - \frac{1}{4} (g'(h) + g'(-h)) ,
\]

\[
g''(0) = \frac{2}{h^2} (g(-h) - 2g(0) + g(h)) - \frac{1}{2h} (g'(h) - g'(-h)) ,
\]

\[
g'''(0) = \frac{3}{2h^3} (g(-h) - g(h)) + \frac{1}{2h^2} (g'(h) + g'(-h)) ,
\]

\[
g^{IV}(0) = \frac{12}{h^4} (-g(-h) + 2g(0) - g(h)) + \frac{6}{h^3} (g'(h) - g'(-h)) .
\]

(A6)
A.2. Finite difference rules to calculate derivatives at right node

The derivatives of the function $g$ at the origin have to be evaluated, but now the three nodes are located as shown in Fig. A2. It is assumed that the values of the considered functions are known at those nodes, i.e. $g(-2h)$, $g(-h)$, $g(0)$. Additionally, the first derivatives at the first two nodes are known, i.e., $g'(-2h)$, $g'(-h)$.

![Fig. A2. Nodes to calculate derivatives at end-point using first-order, second-order or fourth-order FD rule.](image)

The derivatives at the origin are evaluated using the Taylor expansion of first, second or fourth order. In the simplest, first-degree case the Taylor expansion at point $-h$ is performed:

$$g(-h) = g(0) - g'(0) h.$$  \hspace{1cm} (A7)

This directly gives the first-degree FD scheme:

$$g'(0) = \frac{1}{h} (g(0) - g(-h)).$$  \hspace{1cm} (A8)

In order to obtain the second-degree evaluation the following Taylor expansions are used:

$$g(-h) = g(0) - g'(0) h + \frac{1}{2} g''(0) h^2,$$

$$g'(-h) = g'(0) - g''(0) h.$$  \hspace{1cm} (A9)

Equations (A9) are rewritten to get the system of equations in matrix notation:

$$
\begin{bmatrix}
1 & -\frac{1}{2}h \\
1 & -h
\end{bmatrix}
\begin{bmatrix}
g'(0) \\
g''(0)
\end{bmatrix}
= 
\begin{bmatrix}
g(0) - g(-h) \\
g'(0) - g''(0) h
\end{bmatrix}.\hspace{1cm} (A10)
$$

Solution of Eq. (A10) gives the FD relations for the first and second derivatives at the origin:

$$g'(0) = \frac{2}{h} (g(0) - g(-h)) - g'(-h),$$

$$g''(0) = \frac{2}{h^2} (g(0) - g(-h)) - \frac{2}{h} g'(-h).$$  \hspace{1cm} (A11)

Consequently, in order to find the derivatives at the origin on the basis of the fourth-degree approximation the following Taylor expansions are used:

$$g(-h) = g(0) - g'(0) h + \frac{1}{2} g''(0) h^2 - \frac{1}{6} g'''(0) h^3 + \frac{1}{24} g^{IV}(0) h^4,$$

$$g'(-h) = g'(0) - g''(0) h + \frac{1}{2} g'''(0) h^2 - \frac{1}{6} g^{IV}(0) h^3,$$

$$g(-2h) = g(0) - g'(0) (2h) + \frac{1}{2} g''(0) (2h)^2 - \frac{1}{6} g'''(0) (2h)^3 + \frac{1}{24} g^{IV}(0) (2h)^4,$$

$$g'(-2h) = g'(0) - g''(0) (2h) + \frac{1}{2} g'''(0) (2h)^2 - \frac{1}{6} g^{IV}(0) (2h)^3.$$  \hspace{1cm} (A12)
The reformatted Eqs. (A12) in matrix notation read a

\[
\begin{bmatrix}
1 & -\frac{1}{2}h & \frac{1}{6}h^2 & -\frac{1}{24}h^3 \\
1 & -h & \frac{1}{2}h^2 & -\frac{1}{6}h^3 \\
1 & -\frac{1}{2}(2h) & \frac{1}{6}(2h)^2 & -\frac{1}{24}(2h)^3 \\
1 & -2h & \frac{1}{2}(2h)^2 & -\frac{1}{6}(2h)^3
\end{bmatrix}
\begin{bmatrix}
g'(0) \\
g''(0) \\
g'''(0) \\
g^{IV}(0)
\end{bmatrix}
= \begin{bmatrix}
g(0) - g(-h) \\
g'(0) \\
g''(0) - g'(-h) \\
g^{IV}(0) - g''(-h)
\end{bmatrix}.
\]  
(A13)

Solution of Eq. (A13) gives the fourth-degree FD rules for the derivatives at the origin

\[g'(0) = \frac{3}{h} (g(0) - g(-2h)) - 4 g'(-h) - g'(2h),\]

\[g''(0) = \frac{1}{2h^2} (-29 g(-2h) + 16 g(-h) + 13 g(0)) - \frac{1}{h} (16 g'(-h) + 5 g'(-2h)),\]

\[g'''(0) = \frac{3}{h^3} (-11 g(-2h) + 8 g(-h) + 3 g(0)) - \frac{3}{h^2} (4 g'(-2h) + 10 g(-h)),\]

\[g^{IV}(0) = \frac{6}{h^4} (-5 g(-2h) + 4 g(-h) + g(0)) - \frac{12}{h^3} (g'(-2h) + 2 g(-h)).\]
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